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Abstract—Extracting, analyzing, and simulating human physi-
cal behavior have proven to be challenging tasks for researchers
all over the world for many years. If developed successfully, they
can generate important results that will contribute to progress
in many fields. These results can change many people’s lives,
aiding in a handful of domains, such as security, medicine,
autonomous robots, and many more. A direct outcome is to
obtain the data necessary to train and validate advanced neural
network models implied by many of today’s solutions. We propose
here an approach that uses Unreal Engine 5 to reproduce
the movements characteristic to normal human behavior in a
simulated environment, considering restrictions of body joints.
This method can be used to aid in creating flawless body
animation, both procedural and Al generated. It can be included
in healthcare-related body simulations, video game development,
and in some other fields involving research on physical human
or animal behavior.

Index Terms—visual simulation, behavior analysis, range of
motion, inverse kinematics, robotics, video games.

I. INTRODUCTION

Powered by recent advances in hardware and machine
learning technology, the development of revolutionary tools
that can be used in security, automotive, medicine, and other
domains has become a priority for researchers all over the
world. Great effort was focused on the analysis and simulation
of human physical behavior, which has become a hot topic in
the last decade. The reproduction of human behavior can be a
difficult task, due to varied responses when different subjects
are faced with similar scenarios. This problem has basically
two solutions, either to consider a common observed response
or to train a model based on analyzing a huge amount of data.
Most of the algorithms used in behavior simulation imply at
some point a machine learning model, either to extract or
to analyze behavior, or for both. In all scenarios, training
and validating such complex models involve a lot of data.
Therefore, one of the most challenging issues in this case is
how to obtain the necessary data in a short time and at a
reasonable cost.
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Moreover, considering such advanced artificial intelligence
models trained, the problem of testing and validation of
applications still remains. In many cases, it implies expensive
objects and machinery. Especially in the early stages of
research, testing algorithms on robots, or even dummies, can
be costly due to higher rates of errors and failures. Therefore,
testing an algorithm or the continuous training of an artificial
neural network can be done cheaper when using a simulation
environment that can mimic the real-life behavior of entities
involved in the scenario. Developing such simulators is also
a challenging task, especially when we consider algorithms
that process images or video sequences. A commonly adopted
solution in this case is to implement a simulator based on game
engine software that can produce graphics that are faithful to
reality, such as Unreal Engine [1] or Unity [2].

Our research is focused on the possibility of integrating
Unreal Engine version 5 into a human physical behavior sim-
ulator. It is a game engine developed by Epic Games known for
its variety of features, photorealistic graphics capabilities, and
advanced optimizations. We choose this version determined by
the integration of Full Body Inverse Kinematics (FBIK). FBIK
was implemented in Unreal Engine 5 based on the PowerlK
[3] plugin available in the previous version and offers the
possibility to apply inverse kinematics on a chain of bones,
without a limit for the chain length, or even on multiple chains
with a common linking point.

II. RELATED WORK

There are multiple approaches used to simulate human
natural movements, but they differ hardly in results. They
spread from manual character animation based on the repro-
duction of an observed behavior of a real entity to retargeting
animations aiming to simulate the movement by reusing it
between characters. The common approach is to produce a
character in a virtual world that moves quasi-naturally and
use it for film production, video games, robotics, medical



applications, and in general in domains that require behavior
analysis and simulation.

Creating manual animations is not an easy task. An artist
needs years of experience to achieve realistic and good looking
results. Important research was spent in developing techniques
to help artists. Zhang et al. [4] propose an automatic method
to analyze a 3D animation designed to assist the creator.
The methodology starts by analyzing the artist’s work, and
then proposes corrections and improvements. The algorithm
is targeting especially students who are learning to animate in
3D, helping them to achieve faster and better results. Mourot
[5] identifies the same difficulties in manual 3D animation. He
proposes an algorithm which can analyze the 3D animation
scene and adjust joint transforms when needed. The tools pro-
vided consider the position and orientation of joints and, based
on real-world information extracted, try to correct different
aspects of the animation. The algorithm solved issues such as
incorrect joint transforms or incorrect foot placement.

Creating the animation from scratch requires time and con-
sumes important resources. Therefore, generating or reusing
animations proved to be helpful approaches to faster and
cheaper development. Many investigations have been con-
ducted in this direction over the years [6]. Most recent methods
use machine learning as an important development tool that
proves to solve many problems that are too complex for a
procedural approach. Lin and Lee [7] propose a method to
analyze the pose in 2D videos and generate 3D animations
using deep learning. The animation is generated on the basis of
a sequence of trajectories. Another method is proposed in [8]
for animation retargeting. They use a vision language model
that analyzes both the skeleton and the mesh of the source to
complete the task.

In addition to their original purpose, game engines are
widely used in simulation behavior research. A well-known
example is the Microsoft AirSim developed by Microsoft that
is used to easily implement simulators based on its flying
physics support. Many researchers also used Unity and Unreal
Engine [9] for a variety of reasons, such as their out-of-the-
box rendering capabilities, advanced physics simulation, and
easy-to-use architectures.

Starke et al. [10] integrated Unity3D into a robot simulator.
They developed a FBIK system to simulate robotic arm
movement and to easily control robots, either by Al or by
using hardware gadgets. Lam et al. [11] are researching the
possibility of developing a large-scale metaverse application, a
place where people express themselves in a virtual space. They
developed a system that could extract and reproduce human
movement for avatars using Axis Studio for motion capture,
and Unity3D to model the metaverse.

III. ARTICULATED BODY MOTION

An important challenge in the simulation of articulated
body motion is represented by the large number of degrees of
freedom considering all segments of the limbs. To cope with
this problem, most solutions use a model of the body built
around a framework of a kinematic chain, as seen in Fig. 1.a.

Fig. 1. Articulated body as a kinetic chain.

The chain consists of 15 to 17 segments, depending on the
inclusion of the wrists. Up to six degrees of freedom result
from translation and rotation, and three degrees of freedom
from shoulder and hip joints. The clavicle joints are given two
degrees of freedom since we do not consider here rotation on
their own axis, and an extra degree from the remaining joints
considered as hinges. Therefore, we can consider up to 29
degrees of freedom.

The problem of describing the articulated body motion can
be represented using a transformation of a linear body frame
to map a specific body pose and a motion vector representing
the velocities of body segments. As an example, we take an
arm represented by three segments and two joins as depicted
in Fig. 1.b. Each joint defines an axis of rotation described by
a 3D unit vector w; along the axis and a point g; on the axis.

This hinge joint can be modeled by a twist &; (1). A rotation
of angle 6, around the joint axis can be expressed as %% [12].

& = [_“’1 - ‘“} (M

w1

For a set of k segments, the k%" joint position is described
by a twist £ and a rotation angle 6. The velocity of each
segment k in the kinematic chain is described by a twist vector
V., which represents a linear combination of segments twists
and angular velocities (2).
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For an arbitrary point g. in the k" segment, the motion
vector can be expressed as (3).
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Based on that geometric calculation, heuristic methods for
inverse kinematics, such as the one implemented by Un-
real Engine, will estimate the joint updates to produce the
animation. The technique is known as forward and back-
ward reaching inverse kinematics algorithm and shows good
performance with relatively low computational requirements
[13]. It consists of two consecutive phases in an iterative
forward-backward manner. An important advantage is the
global optimization applied to all joints in one step.



IV. THE PROPOSED APPROACH

In this paper, we propose a methodology for integrating
Unreal Engine 5 in a human physical behavior simulator.
A rigged mesh animated using Unreal Engine 5 Control
Rig objects and FBIK is employed in motion reproduction.
In addition, a low poly mesh was created and rigged for
testing and enhanced visual feedback. The skeleton used in
the experiments was modeled after the standard proposed by
Unreal in their tutorial. We adopt the original layout and
naming convention but adapt it to our mesh dimensions. Fig.
2 presents the model, imported into Unreal Engine 5.

Control Rig objects support multiple nodes of different
types, such as IK nodes and FBIK nodes. Therefore, multiple
layouts were developed and tested to see how the model
behaves. The reference node used in our work was FBIK.
Experiments using such nodes were conducted to find the most
realistic generated movement. Few additional experiments
were performed with other types of nodes for comparison,
involved movements of the head and neck. We learned that
using a single FBIK instance that controls the entire skeleton
can cause important problems, such as random and unnatural
movements of the bones. Better results were obtained when
we used multiple FBIK instances. We conclude that they can
create better reproduction of natural movement in case of using
the current implementation of FBIK in Unreal Engine 5.

The resulting layout developed to test our approach is made
up of four control groups described below:

o A group for the legs. This group contains two FBIK
chains that start in the pelvis and end at the toe bone
for both legs. Each chain has the hip bone as the root
for the FBIK chains, which model the leg and the tight
bones.

o A group for each arm. Each FBIK controls a chain of four
bones, having the root as the right clavicle, the respective
as the left clavicle, and ending with the metacarpals for
each arm.

o A group for the spine. It is controlled using a Distribute
Rotation node. This node takes a rotation and distributes
it among bones in the chain. The chain is composed of
the spine, together with the neck and head bones. The
default function used to implement rotation is linear.

To simulate natural movements, free of mesh clipping,
jarring movements, or issues derived from the shaking of mesh
parts, we reviewed medical studies [14]-[16] on the range of

Fig. 2. The skeleton model with the placeholder mesh.

motion of aligned joints. The primary concern was the upper
extremities due to their magnitude and variety of motion,
which include flexion, extension, supination, pronation, ab-
duction, and adduction. Based on these studies, the improved
model movements were smooth and free from significant
clipping problems and other aforementioned issues of previous
iterations.

V. EXPERIMENTAL ANALYSIS

For the experimental analysis, we develop a prototype fol-
lowing the presented approach implementing a small character
based video game. It includes a Control Rig with FBIK used
to generate procedural animations of humanoid characters.
The physical behavior of the characters was implemented as
a set of scripts inspired by Unreal documentation, where a
dinosaur model is proposed as an example of FBIK integra-
tion. We adapted this solution for humanoid characters by
making the necessary adjustments to simulate persons walk
and run activities, and by adding the possibility to vary the
walking speed. The implementation considers the relationship
between the speed of the person and the dynamics and the
horizontal displacement of the feet. Additional control is used
at the pelvis level to simulate crouching, jumping, and other
movements that involve the whole body. The FBIK support
control over the coordinates of all other control points.

To simulate the movement of hands, we adopted a solution
based on directional targeting inspired by games like Mordhau
and Bannerlord. This type of mechanics is specific to combat
actions controlled using a mouse or joystick. The hand moves
in a plane on the chosen trajectory, which is described relative
to the origin of the character and the direction the camera is
looking.

Our prototype uses ten control points per character. Of the
first eight points, two correspond to horizontal trajectories,
four to diagonal trajectories, and two to vertical movements.
Additionally, a stab motion requires only two additional points
since it always occurs on the same trajectory on the right
side of the body. Each hand can traverse the trajectories in
both directions by changing the orientation, except for the
vertical and stabbing movements, where it makes sense only
in one direction. The localization of control points is shown
in 3, where the red marks represent the extremities of the
trajectories, the blue marks indicate the margin on the right
side, the green delimits the left side and the yellow is used
for pelvic control. The orientation of the hand is determined
by the starting and ending positions, and is interpolated on the
trajectory between the two points, as described in Algorithml.

For subjective evaluation, we used three virtual cameras
to observe the experiments. A first-person camera, which
captures what the character sees, a camera positioned in front
of the character and a camera that captures the simulation from
behind. This allowed us to conduct a comprehensive visual
analysis of the trajectories of the hands and to appreciate
the smoothness of the trajectories. Two categories of hand
movement were evaluated, a hit and a reposition. The hit



Algorithm 1 Hand movement simulation

. p1 < Translation of the starting point

: 71 < Rotation of the starting point

: p3 < Translation of the finish point

ro < Rotation of the finish point

. et < Elapsed time

g1 + Quaternion(py X pa, 0)

gz <+ Quaternion(py X pa, acos(pi - p2))
. @ + Interpolate(qy, gz,et)

. 1 < Interpolate(|pi]|, |pa|,et)

. véc « Scale(pi, i+ |pi])

. translation < RotateV ector(véc, §)

. rotation « interpolate(ry, ro, et)

. * Apply the translation and the rotation to the hand
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represents any movements on any trajectory, vertical, horizon-
tal, diagonal, and trust. Reposition refers to a translation of
the hand from the current position to the starting position
of the next action. This occurs when the next movement
develops in another plane or direction than where the hand is at
the moment. We employ three evaluators and the unanimous
conclusion was “perfectly natural” and “no motion artifacts
observed”. Finally, we conduct a performance test on an AMD
Ryzen 3700x PC with 32 RAM and a Radeon RX7900-
GRE involving simulation of scenes consisting of 1 to 180
characters. The results are presented in Fig. 4 and demonstrate
a quasi-linear rendering performance with the number of
characters.

VI. CONCLUSIONS AND FUTURE WORK

In this study, we proposed an approach based on Unreal
Engine 5 to simulate human physical behavior. Our method-
ology uses the FBIK in the Control Rig objects. Multiple
FBIK nodes control different parts of the body for natural
movement simulation. A prototype was developed based on an
animated character. It was used to analyze the performance of
the simulator and assess the naturalness of limb movements in
a subjective visual evaluation. In future development, we plan
to integrate this prototype with a medical application to study
the effect of bone injuries on joint mobility.

Fig. 3. The mesh and layout for the experiment.
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Fig. 4. Simulation rendering performance from crowd scenes (time/frame)
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