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Abstract-This paper offers a quantifiable meaos for assessing 
the trend in the interest of scientific community in a particular 
research theme. Representing the research theme as a set of key 
terms, we investigate its trend within the scientific literature, 
using a corpus of paper metadata belonging to flagship journals 
and conferences that are relevant for the encompassing domain. 
Our method employs a multivariate version of the Mann-Kendall 
test that is applied to a multivariate time series of key term 
occurrences in order to discover if the trend of the research 
theme is ascending, descending or if there is no monotonie trend. 
Finally, an illustrative case study, examining the effectiveness of 
the proposed method for three research themes from Electronic 
Design Automation field, is presented. 

Index Thrms--research theme, Mann-Kendall test, multivariate 
time series, term occurrence, naturallanguage processing 

1. INTRODUCTION 

Bibliometric databases are an important source of insights 
for scientific comnrunity. They provide meaningful informa­
tion to evaluate diverse research facets including its relevance, 
impact and performance or to discover trends or hot spots. 
In the attempt to automate these types of activities, a branch 
of artificial intelligence, namely Natural Language Processing 
(NLP), provides the rrruch needed means to examine, under­
stand, and extract meaning from text corpora. 

Researchers are recurrently faced with the question of 
whether their work on a specific topic is stiH in trend or they 
need to start working on another, more promising theme. The 
answer is neither simple nor immediate needing a lot of tedious 
work to survey the abundant up-to-date literature and draw 
appropriate conclusions. This reason, coupled with the needs 
to correlate the research with the advancements originating 
from emergent domains and to reduce the subjectivity in 
research theme framing process, sustains the necessity of 
automatic NLP-based procedures to assess the research themes 
trends. 

During the last decade, naturallearning processing methods 
have advanced at fast pace and are now able to provide 
the necessary means to systematica11y and quickly analyze 
bibliometric and scientometric data to reveal research trends. 
In this context, an almost traditional approach to examine 
research trends is to analyze the time evolution of individual 
key terrns occurrences in paper metadata records [1]. Gener­
a11y, such methods process the paper metadata fields, namely 
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title, keywords and abstract, in a bag-of-words or bag-of­
entities fashion and form time series of term occurrence counts 
which are ]ater categorized as "hot" or "cold" using classic 
trend detection tests. As a representative example, Marrone 
[2] used paper titles and abstracts, preprocessed as bag-of­
entities, and utilized a mixture of trend indicators provided 
by Mann-Kenda11 test, Sen's slope estimation and Kleinberg 
burst detectiont to obtain terrns' trends. A similar method was 
developed by Marchini et al. [3] to assess the urologic research 
trends previously associated to twelve key terms. 

While the mentioned traditional approach considers that 
each research topic is associated with a single key term, our 
proposed methodology is based on the premise that a research 
theme can be more accurately formalized as a finite set of key 
terrns. By this, instead of analyzing the trends within univariate 
time series we need to adopt a rrrultivariate time series trend 
detection mechanism 

This paper airns to provide an e:ffective procedure to ex­
amine the trend of a specified research theme based on the 
interest of scientific community encapsulated in bibliometric 
databases. Our method utilizes a rrrultivariate version of Mann­
Kendall trend test to identify whether a monotonie (i.e. ascend­
ing or descending) trend is present or not. 

The rest of the paper is organized as fo11ows. Section 
II presents the problem description and forrrrulates the pro­
posed NLP-based methodology to identify the research themes 
trends. Section ITI briefty reviews the Mann-Kenda11 trend test 
for univariate and rrmltivariate time series, while Section IV 
provides an exemplifying case study. Fina11y, conclusions are 
drawn in Section V. 

Il. PROBLEM DESCRIPTION AND PROPOSED 

METHODOLOGY 

In a NLP context, each research theme RT can be roughly 
modeled by a finite set of carefully selected key terrns KTq, 
with q = 1, ... , Q. We aim to develop a method to derive 
the trend of the given research theme RT from bibliometric 
information. 

Choosing the set of key terrns KTq can be facilitated 
by identifying the key terrns that are used in the particular 
scientific domain. This can be done using a classic NLP 
procedure by completing the fo11owing steps: i) identifying a 



list of publications that are specific and relevant to the domain;
ii) extract and normalize the key terms from the document
corpus; iii) rank the key terms based on their occurrence
counts in the given document corpus; iv) select first hundreds
or thousands (depending on the broadness, specificity and
considered granularity of the domain) of key terms to represent
the scientific domain.

In order to understand and quantify the trend of a specified
research theme within scientific publications, we propose the
following six-phase methodology that is able to provide the
trend (i.e. ascending, descending or no trend):
Phase 1: Select the domain that encompasses the research

theme
The proposed methodology starts by selecting the research

area that encloses the given research theme. The size of
the chosen domain is at the discretion of the investigator.
While on one hand, selecting a larger domain may offer
a broader perspective upon theme’s trend, on the other
hand it increases the computational time and decreases the
granularity of the problem. For example, analyzing the trends
of a machine learning topic within computer engineering may
have different results than within the broader electrical and
electronics domain.

Phase 2: Select the domain relevant publications
The second phase is devoted to the selection of the flagship

periodicals of the research domain. The highly-regarded
journals and periodic/annual scientific conferences are
selected based on their reputation within the global scientific
community and need to have a continuity of more than
ten years in order to be relevant for our goal (for a viable
trend detection within a time series we need at least 5-10
time-ordered values).

Phase 3: Bibliometric data acquisition and preprocessing
In this stage the set of paper metadata, corresponding to

the journals and/or conferences selected in the second phase
are collected and processed in an automatic or semi-automatic
manner. The aim is to obtain a short text file for each paper,
named processed abstract, comprising only relevant key terms.

The data acquisition and preprocessing procedure is de-
picted in Fig. 1 and starts with gathering the relevant biblio-
graphic data for each journal or conference paper (i.e. paper
metadata), including title, abstract, keywords, publication year
and authors using specific Application Programming Inter-
faces (APIs). In this respect relevant scientific databases (e.g.
Clarivate Web of Science, Scopus or IEEE Xplore) provide
suitable APIs. Next, a data cleansing step is performed to filter
out irrelevant records from the scientific database which are
retrieved among the scientific papers such as: table of contents,
list of contributed authors, reviewers or editors, errata, indexes.
Since such misleading records have empty abstract or keyword
fields, they need to be eliminated.

In the attempt to summarize the content of a given paper
as well as possible, a consolidated abstract is constructed

Fig. 1. Data preprocessing

by concatenating three of the paper metadata fields, namely
title, keywords and abstract. Afterwards, the essence
encapsulated inside the consolidated abstracts is extracted
using a bag-of-entities (BoE) model approach. This type
of approach transforms a text document, in our case the
consolidated abstract, in a list of meaningful representations
(i.e. mentions), by associating them with entities from
Wikipedia or other knowledge base [4]. We named the BoE
forms of consolidated abstracts as processed abstracts which
are used in our methodology in a twofold way: i) to derive
the list of domain’s key terms by ranking the key terms based
on the number of their occurrences in the processed abstract
corpus during a given time interval; and ii) to count the
key terms appearances within the corpus in a specified time
interval to build the multivariate time series that characterizes
the research theme time evolution.

Phase 4: Formalize the research theme as a finite list of key
terms

Every research theme may be described using a finite set of
key terms. When selecting the relevant key terms two specific
rules need to be followed: i) the key terms need to be in a
normalized form to reduce their randomness - if the key terms
are selected from the list of domain terms obtained using
the approach briefly described at the end of the description
of Phase 3, this condition is already fulfilled; and, ii) the
key terms need to consistently reflect every facet of the
research theme including concepts, theories, methodologies,
and materials.

Phase 5: Apply multivariate trend identification
We chose the multivariate version of the Mann-Kendall
test to detect the overall trend of a given research theme
by analyzing the multivariate time series containing the
occurrences of all the key terms during the selected time



period.

Phase 6: Interpreting the results
Each trend detection method offers a set of outputs (i.e.

parameters) that can be analyzed and count in supporting the
decisions to continue or drop the given research theme.

III. MANN-KENDALL TREND TEST

Mann–Kendall (MK) [5], [6] lies in the category of non-
parametric statistical trend detection methods. Due to its
simplicity and robustness against non-Gaussian distributed or
censored data that are likely to be present in term occurrence-
type time series, MK gradually becomes the standard method
to detect monotonic trends in natural language processing ap-
proaches [2], [7]. In the following paragraphs, a brief summary
of this method, including the univariate and multivariate case,
is presented.

Considering a time-ordered sequence of N data points Xi

with i = 1, 2, . . . , N , the MK test examines changes in signs
of the variations between consecutive values by evaluating the
S-statistic according to the following formula:

S =
N−1∑
k=1

N∑
j=k+1

sgn(Xj −Xk), (1)

with sgn(X) being the signum function

sgn(Xj −Xk) =

 1 for (Xj −Xk) > 0
0 for (Xj −Xk) = 0
−1 for (Xj −Xk) < 0

(2)

In the case of a sufficiently large number of data points
N , for example N ≥ 10, the S-statistic displays an almost
normal distribution characterized by a zero mean E(S) = 0
and a variance σ2(S) provided by:

σ2(S) =
1

18

[
n(n− 1)(2n+ 5)−

M∑
k=1

rk(rk − 1)(2rk + 5)

]
.

(3)
In (3) M denotes the consecutive data points having the same
value (i.e. tied groups), while rk represents the kth tied-
group’s rank. It is noteworthy to mention that a positive value
of S indicates an upward trend for the Xi time series, while
a negative value characterizes a downward trend.

Using equations (1) and (3) we may simply obtain the MK
Z-statistic (ZMK), with a zero mean and a unit variance, in
the form:

ZMK =


S−1
σ(S) for S > 0

0 for S = 0
S+1
σ(S) for S < 0

, (4)

where a negative value characterizes a decreasing trend, while
a positive one describes an increasing trend.

Lettenmaier [8] extended the univariate MK test presented
in the first part of this section, proposing a multivariate
version of the Mann–Kendall method able to detect trends
in a set of joint time-ordered sequences (i.e. multivatiate time

series). The multivariate procedure combines the information
from individual time-series and a corrected S-statistics can be
obtained using the covariance matrix [9]. According to [10],
[11], the following steps need to be undertaken:

i) The Mann-Kendall S-statistic scores are computed for
each variate X separately using (1).

ii) The covariance matrix Γ is build according to [9], each
of its elements being calculated using the formula:

ΓXY =
1

3

K + 4
N∑
j=1

RjXRjY −N (N + 1)
2

 , (5)

where X and Y are two univariate time series of length N
that compose the overall multivariate time series, while K and
RjX are computed using

K =
∑

1≤i<j≤N

sgn [(Xj −Xi) (Yj − Yi)] (6)

and

RjX =
1

2

[
N + 1 +

N∑
i=1

sgn (Xj −Xi)

]
(7)

iii) The corrected Z-statistics for the multivariate time series
is derived using the following formula:

Z =

∑d
i=1 Si√∑d

j=1

∑d
i=1 Γij

, (8)

where d denotes the number of components (i.e., variates)
of the multivariate time series, Si are the S-statistic scores
corresponding to each variate and Γij denotes the elements of
the symmetric covariance matrix Γ.

In our experiments, an effective algorithm to perform mul-
tivariate MK trend detection, implemented inside pyMannK-
endall Python package [12] - multivariate test() - and derived
from [13], is used.

IV. ILLUSTRATIVE CASE STUDY

In order to exemplify our methodology, we examine the
existence of monotonic trends for three research themes:

RT 1: Computational modeling of power consumption
in mixed signal systems based on Monte Carlo
methods;

RT 2: Design of integrated circuits for IoT applications
optimized for energy efficiency by means of ML;

RT 3: Approximate computing for solving optimization
problems in fault tolerant ML.

Phase 1: we chose the domain in which our investigation is
applied to be Electronic Design Automation (EDA), a subfield
of Electric and Electronic Engineering [14].

Phase 2: we selected a flagship journal that, in our perspec-
tive, accurately reflects the research developments of the EDA
domain, namely the IEEE Transactions on Computer-Aided
Design of Integrated Circuits and Systems (TCAD). In this



context, we aim to find how the trends of RT1, RT2 and RT3
are reflected in the time interval 2001-2020.

Phase 3: The TCAD paper metadata for the interval 2001-
2020 were extracted as a Comma-Separated Values (CSV) file
from IEEE Xplore using an automatic procedure implemented
as a Python program around the API provided by IEEE.In this
csv file each journal paper is described by the following at-
tributes: title, abstract, keywords, author names, digital object
identifier, publication year, and number of citations.

After filtering out the unrepresentative records (e.g. errata,
lists of editors or reviewers, etc.), we applied the TagMe entity-
linking method for the consolidated abstract to obtain the BoE
representation of each journal paper. TagMe is a software
tool able to discover meaningful strings (called ”spots”) in
a given unstructured text that are also encountered as links in
Wikipedia [15], [16]. By representing the papers as processed
abstracts having a BoE form, we enable the counting of key
term occurrences and, by this, the formation of the multivariate
time series that characterizes the research theme evolution.

Phase 4: the three research themes are formalized as sets of
key terms as follows:

• RT1: ”mixed signal”, ”computational modeling”, ”Monte
Carlo”, ”convergence”.

• RT2: ”machine learning”, ”energy efficiency”, ”internet
of things”, ”optimization problem ”;

• RT3: ”machine learning”, ”fault tolerant”, ”optimization
problem”, ”approximate computing”.

Phase 5 and 6: the multivariate Mann-Kendall procedure
is applied to the time series that describe the time evolution
of the three research themes. The obtained Z-statistic proves
a decreasing trend for RT1 (z=-0.67216607) and increasing
trends for RT2 (z=4.33012701) and RT3 (z=1.70547360). To
understand the time evolution of the interest of scientific
community in the three research themes, we displayed the
Z-statistic for RT1, RT2 and RT3 during the interval 2001-
2020 in Fig. 2. As can be seen, RT1 changed its trend to
decreasing in 2020 after seven years when its popularity has
increased. RT2 and RT3 are keeping their upward trend for at
least thirteen years.

V. CONCLUSIONS

This paper provides an effective NLP procedure to examine
the trend of a research theme, specified as a set of key terms,
based on the interest of scientific community encapsulated
in paper metadata corresponding to flagship journals and
conferences. The method employs a multivariate version of
Mann-Kendall test, applied to a multivariate term occurrence
time series, in order to identify whether a monotonic (i.e.
ascending or descending) trend is present or not. This trend
analysis is intended to help researchers in making a decision
to drop a research theme or to find another promising research
theme to work on.
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