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Abstract—Battery-powered embedded systems have known a
rapid evolution in recent years, as nickel–metal hydride (Ni–MH)
battery technology has enabled important reductions in size
and proportional increases in total capacity over the older
nickel–cadmium (Ni–Cd) and lead–acid battery types. This paper
addresses the problem of state-of-health (SoH) estimation and pre-
diction for use in resource-constrained Ni–MH-battery-powered
embedded systems. We propose a novel SoH prediction method-
ology, presenting both a theoretical analysis of the estimation
algorithm and the detailed description of hardware and software
implementation. Two versions of estimation algorithms are pro-
posed, along with the analysis of their performances in terms of
prediction accuracy and required processing power, as the SoH
prediction is designed to run online, being part of an embedded
battery management system.

Index Terms—Battery management, battery-powered device,
nickel–metal hydride (Ni–MH), state-of-health (SoH) prediction.

I. INTRODUCTION

THE NUMBER OF battery-powered mobile and portable
devices has seen an exponential growth in recent years,

among the most obvious examples being laptops, mobile
phones, personal digital assistants (PDAs), smart sensors [1],
[2], etc. The processing power of these devices has also been
rapidly growing, thus determining the development and evo-
lution of both primary and secondary battery technologies
needed to support longer usage times between recharges and
replacements of batteries.

Nickel–metal hydride (Ni–MH) technology offers lower cost
compared to lithium ion (Li-ion)-based solutions in many ap-
plications, because it provides high storage capacity (up to
2700 mAh for standard AA cells) and high energy density,
contains chemical elements which do not have a bad environ-
mental impact, and features good charging and discharging rate
capabilities [3], [4]. Another advantage of Ni–MH batteries
worth mentioning is the good tolerance to fast charging (using
charging currents up to 1 C). The main disadvantage of using
this technology is its low robustness when it comes to ex-
treme conditions which affect the battery storage capacity and,
therefore, its performance [5]. Another problem that remains

Manuscript received July 21, 2010; revised September 30, 2010; accepted
November 14, 2010. Date of publication March 17, 2011; date of current
version May 11, 2011. This work was supported in part by the Romanian
Ministry of Education and Research under Grant PNCDI II ID-22/2007-2010.
The Associate Editor coordinating the review process for this paper was
Dr. Kurt Barbe.

M. V. Micea, L. Ungurean, and G. N. Cârstoiu are with the Department of
Computer and Software Engineering, “Politehnica” University of Timisoara,
300223 Timisoara, Romania (e-mail: mihai.micea@cs.upt.ro).

V. Groza is with the School of Information Technology and Engineering,
University of Ottawa, Ottawa, ON K1N 6N5, Canada.

Digital Object Identifier 10.1109/TIM.2011.2115630

is the self-discharge rate which is not negligible, but it can be
quantified and used in calculations.

All of the aforementioned advantages favor the usage of
Ni–MH cells in battery-powered embedded systems which
are resource constrained in terms of size, processing power,
and battery capacity. Although most consumer handheld and
portable devices use Li-ion batteries as their energy source,
Ni–MH batteries can still be found in devices such as power
tools, walkie-talkies, digital enhanced cordless telecommuni-
cation (DECT) phones, GPS receivers, digital cameras, etc.
Furthermore, Ni–MH is the preferred energy source for smart
sensor nodes used in monitoring and surveillance applications.

A. Previous Work

Previous papers in the field of battery management systems
(BMSs) for Ni–MH cells have targeted areas such as charge ter-
mination techniques [6], accurate state-of-charge (SoC) deter-
mination [4], innovative charger designs [7], [8], and discharge
coordination algorithms to improve battery lifetime [9].

Considering the area of charge termination techniques, many
of the novel developments that have been published thus
far have focused on improving certain characteristics of the
already-known and accepted techniques in common use for
Ni–MH batteries [6], such as the rate of change of the battery
terminal voltage (dV slope and voltage plateau detection) and
the maximum rate of change in battery temperature (dT/dt).

Among the notable ideas are the ones presented by
Diaz et al. in [8], in which they describe a charge termination
technique based on detection of the battery voltage second
slope, effectively stopping the charging process as soon as
the time windows between consecutive increases in terminal
voltage grew over a certain time threshold.

SoC determination is one of the key issues relating to battery-
powered devices, and throughout the history of the develop-
ment of secondary battery cells and their applications, several
systems and techniques have been specified and developed
[4]. Many recent developments in the field have concentrated
on batteries with alkaline [10], lead–acid [11], and Li-ion
chemistries. The authors in [12] and [13] have proposed and
demonstrated an ingenious solution for improving the accuracy
of SoC determination by combining the classical Coulomb-
counting method with a SoC correction algorithm, based on
a second-order Randles model of the batteries. However, the
proposed algorithm is based on offline parameter identification
and assumes a fixed lookup table relating the open-circuit
voltage (OCV) to the SoC, which is scarcely true for real
batteries.
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1998 IEEE TRANSACTIONS ON INSTRUMENTATION AND MEASUREMENT, VOL. 60, NO. 6, JUNE 2011

Research work focusing on smart charger designs for Ni–MH
batteries has been growing in recent years [7], [8] as these
types of batteries are very sensitive to charge and discharge
termination conditions and also as a result of more demanding
requirements for reduced charging times and increased charg-
ing efficiency. The approach in [6] focuses on the fast charging
process, providing a limited degree of intelligence by determin-
ing what amplitude of charge current is required (fast or trickle)
by using two levels of discrimination for the battery terminal
voltage (Vbatt), at 10% of Vbatt and at 80% of Vbatt. The design
proposed in [8] implements the charging algorithm using an
8-bit microcontroller and is based on generating current pulses
and observing the battery terminal voltage. It offers a certain
degree of flexibility by allowing the user to select between four
predefined nominal capacities for the batteries used.

A complete charger system with SoC measurements and
a battery capacity learning feature is presented in [14]. The
authors focus on minimizing the charging system power con-
sumption and succeed in attaining a power envelope of under
100 µA. However, the reported accuracy of the measurements
is not supported by experimental results, and the hardware
implementation is costly due to its large number of discrete
analog components.

B. Proposed Design

The main idea of this paper is to present in detail a complete
BMS, which can be utilized stand-alone or as part of a battery-
powered embedded device. We will discuss the novel features
introduced by our design and will evaluate the validity of our
implementation by presenting a case study and the detailed
experimental results.

Our solution provides in-system charging of the attached
battery pack, SoC calculation, and state-of-health (SoH) pre-
diction of the remaining number of cycles or the remaining
useful life (RUL), as defined in [15]. Similar to other intelligent
charger designs [7], our charge controller module makes use of
a combination of charge termination techniques, relying mainly
on voltage- and temperature-based methods, as well as on the
accurate measurement of the total supplied energy via a hybrid
Coulomb-counting algorithm.

One of the novelties introduced by this paper is the inte-
gration of the battery pack, the battery charge and discharge
controller, the SoC measurement hardware, and the battery
management software into a single module, thus providing a
configurable black-box solution that is ready to be integrated
into battery-powered devices. We will present the implemen-
tation details of our complete hardware–software solution, as
well as a case study implementation in Section III.

The ability of an intelligent BMS to accurately measure
the total energy supplied to and removed from the battery
pack is mandatory for correct SoH determination. Our design
implements SoC calculation based on a reduced version of the
mixed algorithm proposed by Codeca et al. in [12], in which
they demonstrate that very accurate SoC measurements can
be obtained when combining the classical Coulomb-counting
approach with feedback from an electrical battery model, based
on the OCV–SoC dependence. The novelty introduced by our

solution, as detailed in Sections II and III, consists of the online
recalculation of the OCV–SoC model parameters, as opposed
to the static and offline model identification presented in [12].
This idea is based on the observation that the battery model pa-
rameters need to be modified as each battery cycle is consumed,
to take into account the subsequent SoH deterioration caused by
battery aging.

The SoH prediction capability is central to our design and
represents another novel feature. It provides the users with a
vital piece of information about the health and the remaining
operating cycles of the integrated battery pack, allowing them
to know in advance when to replace the used cells. Although
several SoH estimation algorithms have been reported in the art
[15], [16], their complexity makes them hardly suitable to be
implemented in a low-cost and low-power embedded system,
and to our knowledge, no such attempts have been reported.

Our proposed SoH estimation and prediction solution is
based on a second-order parabolic regression algorithm, and in
Sections III and IV, we will elaborate on the numerical methods
that we have found suitable to be implemented on an embed-
ded processor. We will analyze two proposed implementation
concepts in terms of relative estimation error versus actual
battery data and the CPU and memory usage of the embedded
implementation case study.

Section V draws the conclusions and summarizes the ob-
tained results.

II. THEORY OF OPERATION

A. SoC Calculation Principles

The SoC is an important parameter for all battery-powered
devices, as it is used to provide an indication of the remaining
operating time for the current discharge cycle or the remaining
time until the batteries are charged, in the charging phase.
Although many methods exist for SoC indication [4], [10], [12],
the most widely studied and most used ones are the following:
Coulomb counting, which is relatively simple to implement and
can be used with all battery types; impedance spectroscopy,
which can also be generally used but is expensive to implement;
fuzzy logic approaches, which can provide accurate estimates
but present large memory requirements; and Kalman filters,
which are robust and adaptable to multiple battery types but
require a complex battery model and are difficult to implement.

There are multiple ways in which SoC can be defined, but the
most commonly accepted definition is the following: The SoC
of a battery pack is the maximum remaining useful capacity
stored in the respective battery pack. SoC can also be described
as a percentage value relative to the nominal capacity of the
battery pack, expressed in ampere-hours (Ah)

SoC(t) =
Qnom − ∫ T

0 I(t)dt

Qnom
· 100. (1)

In (1), the SoC is denoted by SoC(t), and it can hold a value
from 0 to 100; the nominal capacity is Qnom, and the current
flowing to/from the batteries is denoted by I(t) and can have a
positive value in the charge phase and a negative value during
discharge.
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Fig. 1. Proposed Ni–MH electrical battery model.

A direct consequence of the SoC definition is that the SoC
can be determined by accumulating the changes in the charge
level, effectively integrating the current flow over the oper-
ating time. This bookkeeping method is known as Coulomb
counting. Although its implementation is simple and suitable
for a microcontroller-based BMS, this method presents some
drawbacks: Its performance is directly dependent on the accu-
racy of current measurements, requiring very precise current
sensing, and significant offset errors can be introduced if the
initial SoC (SoC(0)) is not known precisely [13]. A more
accurate solution is presented in [12]. Here, the authors make
use of a second-order resistor–capacitor Randles model. The
model inputs are the load current and an OCV–SoC lookup
table. The model parameters can be identified by measuring
the voltage levels and settling times after applying charge
and discharge current pulses. The model identification and the
OCV–SoC lookup table determination are done offline using a
PC-controlled test bench.

Our proposed SoH estimation algorithms need accurate SoC
measurements as inputs; therefore, we have implemented an
adaptation of the mixed algorithm described earlier. The ap-
plications targeted by our BMS design will use currents in
the range of 200–1000 mA. In the field of battery engineer-
ing, this range corresponds to an interval of 0.1–0.5 C of a
2000-mAh battery pack, for which the rated discharge current
of 1 C is equal to 2000 mA. As a consequence, according to
Viera et al. [5], the maximum available SoC does not depend
on the charge or discharge current applied to the batteries.
Furthermore, the OCV–SoC curve changes as the batteries
advance in age, leading to the observation that the OCV and
the maximum available SoC are functions of the battery SoH.

Thus, we propose an adaptation of the mixed algorithm for
SoC determination described in [12]. Its most important and
novel feature is the possibility of determining and recalculating
the battery model parameters online, as part of the system
operating time. We have considered a simplified first-order
Randles model for the Ni–MH batteries, shown in Fig. 1, in
order to make it feasible to be implemented as part of an
embedded BMS and to shorten the testing times necessary for
identifying its parameters.

The proposed model expresses the battery terminal voltage
Vbatt, considering a load current IL, as a function of the battery
OCV VOCV(SoC). The battery overpotential (VOCV(SoC) −
Vbatt) is modeled by the voltage drop across its internal resis-
tance Ri, and the response to a step current signal is handled by
the parallel Rs–Cs group

Vbatt(t) = VOCV(SoC) − IL

(
Ri + Rs

(
1 − e

−t
RsCs

))
. (2)

In the Laplace domain, (2) can be represented with the
following relation:

Vbatt(s) = VOCV(SoC) − IL

(
Ri +

Rs

1 + sRsCs

)
. (3)

The aforementioned relations link the directly measurable
parameters Vbatt and IL to the model parameters and the OCV,
where t represents the elapsed time of the current cycle. This
relation will be used by the BMS software implementation to
periodically recalculate the model parameters as needed.

B. SoH Estimation

The SoH is a metric which indicates the battery condition
related to a new battery. SoH determination is not a simple task.
In most cases, several parameters are involved in this process,
like cycle numbers, accurate SoC determination, etc. There is
a strong dependence between the SoH and both the battery
and the type of applications running on the battery-powered
device. This degree of unpredictability can be controlled using
adaptive systems based on neural networks, Kalman filtering,
or fuzzy logic [17]. The problem with these systems is the
high computational power needed for implementation, which
is unfeasible for low-cost consumer smart chargers.

A simple approach is presented in [17]. The SoH indication
is based on the stored maximum capacity function Ck for
some charge/discharge cycle k. This paper focuses on the
improvement of this paradigm by introducing curve modeling
and estimation using polynomial regression. We consider that
this simple algorithm is well suited for consumer smart chargers
with small computational power, as we will show in the follow-
ing sections.

A least squares approach is proposed to implement the
second-order polynomial regression which estimates the Ck

function.
The polynomial representation of Ck is given by

Ck = ak2 + bk + c, a < 0. (4)

The constraint imposed to a ensures a better curve approxi-
mation because of its monotonically decreasing part.

Consider a battery operating scenario with a total of n
charge/discharge cycles completed up to the current moment.
As a result, the maximum capacity value Ck for each successive
battery cycle can be obtained. The curve estimation using
least squares algorithms is determined by solving the following
system of equations:

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

a
∑
k

k2 + b
∑
k

k + cn =
∑
k

Ck,

a
∑
k

k3 + b
∑
k

k2 + c
∑
k

k =
∑
k

kCk,

a
∑
k

k4 + b
∑
k

k3 + c
∑
k

k2 =
∑
k

k2Ck,

k=1, n; n≥3.

(5)
To solve the system and to obtain the a, b, and c parameters,

a simple algorithm, such as Cramer’s algorithm, can be used. It
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consists of computing the following determinants:

Δ =
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In this case, the values of the a, b, and c parameters are
expressed using

a =
Δa

Δ
b =

Δb

Δ
c =

Δc

Δ
. (7)

For calculating the sums in the determinants specified in
(6), the following recurrent formulas are suited for embedded
implementation:

Sk+1 = Sk + (k + 1), S(k+1)2 = Sk2 + (k + 1)2, etc.
(8)

Using the polynomial function obtained, we can compute
the first cycle m for which the discharged capacity is under
a threshold value, denoted as F · Cnominal, and the SoH is
considered 0%.

The computation of m is reduced to solving the inequality

F · Cnominal > ak2 + bk + c. (9)

Since a < 0, m becomes

m =

⌊
−b −√

b2 − 4ac

2a

⌋
(10)

where �x� (floor) represents the largest integer less than or
equal to x.

The least squares algorithm is well suited for linear sys-
tems where the approximation has the highest accuracy. Of
course, if the values considered for interpolation present non-
linearities, the accuracy decreases. However, the applications
targeted by the proposed BMS design use discharge currents
between 200 and 1000 mA, which are well below the maximum
rated discharge current (specified by the battery manufacturer
datasheets). Thus, nonlinearities relating to the degradation of
the battery capacity have a low probability of appearance [5].

The SoH estimation principle that we have adopted for inte-
gration in the BMS is based on previously stored measurements
of the total available discharge capacity of the battery pack.
As a consequence, we have identified two methods for SoH
estimation using the available battery data and the number
of elapsed battery cycles: the time-window algorithm and the
history-based algorithm.

The history-based algorithm for SoH estimation has been
devised starting from the observation that the typical Ni–MH
cell discharge curve presents a relatively constant decreasing
curve over its expected lifetime [18]. This method makes use
of the whole charge–discharge history of the cell up to the
current charge/discharge cycle. The basic idea supporting this
algorithm is that the estimation will be more accurate as more
inputs are used.

The time-window algorithm is based on the following idea:
Considering that the current battery cycle is denoted by Cn,
then the measured capacities of the previous n − 1 cycles (C1

through Cn−1) will be used to estimate the remaining u useful
cycles. The value of u is defined according to the aforemen-
tioned requirements. As the number of battery cycles advances,
so do both boundaries of the considered time window, providing
the estimation algorithm with a moving time window of the
previous n − 1 cycles. Among the advantages of this approach,
we can note that, in the case of a new battery pack, n � u,
and therefore, relatively few logged discharge cycle data are
needed to estimate the RUL. For example, the experimental
results presented in Section IV show that a number of up to
u = 60−70 future cycles can be estimated by considering only
n = 25 recorded discharge capacities.

Considering the two data-gathering approaches for the SoH
estimation algorithm, the BMS designer must choose the best
suited implementation, taking into consideration such factors
as the nominal cell capacity, the number of cells/pack, and the
available computing power and memory storage (for keeping
the measured battery capacity logs).

III. BMS IMPLEMENTATION CASE STUDY

The algorithms presented in the previous section have been
implemented on an embedded power management module
called the Power Management Board (PMBoard). This board is
part of the wireless intelligent terminal (WIT) architecture spec-
ified by the Collaborative Robotic Environment–The Timisoara
Experiment (CORE-TX) project [2], [19]. The PMBoard has
several functions: to supply power to the entire system, to
measure and manage the power consumption [20] of the entire
WIT, to increase the life and SoH of the battery pack, and to
provide battery system parameters to the upper levels of the
system power management (SPM) software.

The algorithms for the management of the power consump-
tion were implemented on an ARM7 based microcontroller
(MCU) [22] and rely on accurate measurements of the voltage,
current, and temperature values. The temperature is measured
using a TMP101 sensor [21], and the voltage is measured
by using a 10-bit successive approximation register analog-to-
digital converter (ADC) [22]; for the current measurement, a
high-side current monitor schematic has been implemented, as
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Fig. 2. High-side current monitor schematic.

shown in Fig. 2, for a particular load channel which corresponds
to an individual component board of the WIT.

In the aforementioned figure, Rs is the load resistance, Icirc

is the current through the circuit, and Rshunt is the shunt re-
sistor. We used 0.5% accuracy resistors and software averaging
techniques [23], to increase the accuracy of the measurements
and also to reduce the influence of noise.

Details concerning the power consumption of the monitor
schematic are given in the following. The power dissipated on
the high-side current monitor is the sum of partial powers on
its components. R1, R2 and Si9433 are connected in series to
Vbatt, such that the power dissipated on them can be minimized
only by reducing IDS . This current has to be an order of mag-
nitude higher than the input current of the ADC connected to
R2. Given the high impedance of the ADC, we set IDS to be in
the range of microamperes. The AD8551 operational amplifier
draws 750 µA from the battery, such that its contribution cannot
be modified by design. The power consumption of the shunt
resistor (which has the highest power profile in the schematic) is
proportional to the current through the load and has a maximum
value of 500 mW, considering a 0.5-Ω shunt and the maximum
load current of 1000 mA. This power figure can be reduced by
decreasing the value of the shunt resistor.

SoC determination is done using the model shown in Fig. 1.
The system has the ability to identify the model parameters
and to recalculate them every time the batteries are replaced.
The identification of the system parameters is done by utilizing
additional hardware for adjusting the amplitudes of the charge
and discharge pulse currents. The details of this additional logic
are beyond the scope of this paper.

The power management software, as a key part of the PM-
Board BMS implementation, is schematically shown in Fig. 3.
It consists of a modular embedded application which must
ensure the following three layers of functionality.

1) The battery state manager (APPL layer) provides the
measurement, storage, and processing of the main battery
parameters, as described earlier, as well as the SPM
command and response handling.

2) The task manager layer provides the scheduling and
execution of the hard real-time (HRT) tasks, according
to the HRT compact kernel model [24].

Fig. 3. BMS software layered architecture.

3) The hardware abstraction layer contains the drivers and
interfaces of the microcontroller unit (MCU) and board
peripherals.

The estimation software component, which is part of the
battery state management layer, handles both the estimation
of the remaining operating time of the current discharge and
our novel SoH prediction algorithm. As detailed in Section II,
the prediction of the RUL is achieved by first calculating the
polynomial coefficients via the parabolic regression and then
solving the second-order inequality of (9).

Although this algorithm was chosen as a tradeoff between the
implementation complexity and the available computing power,
it had to be designed to tackle some target-specific problems,
related to the 32-bit ARM7 based platform [22] used as case
study. Such problems include the following.

1) The magnitude of the intermediate calculation results
exceeds the 32-bit boundary and must be represented as
64-bit numbers.

2) The MCU architecture offers no native support for
floating-point operations; therefore, the algorithm inputs
(e.g., the battery charge measurements) must be scaled
and truncated to integers.

3) The calculation of the square root of a 64-bit number
is required for solving the final inequality, while the
standard C library provides a slow inefficient version of
the sqrt() function.

One of the main requirements of the BMS software is that
its components must be designed to be executed within real-
time constraints and that its duty cycle must be minimized
in order to reduce the system power consumption. For these
reasons, the SoH estimation component must be implemented
using all available optimizations to reduce its execution time
and memory footprint.

The identification of the main optimization aspects has been
carried out by analyzing the mathematical relations detailed in
Section II. We have found that the best method of calculating
the four third-order determinants, in terms of favoring additions
and subtractions over multiplications, is the recursive expansion
in cofactors using the first row [25] rather than the classical
Sarrus or triangle rules. Using this method, a total of 12 second-
order determinants will be generated. Another key observation
that we have made is that only seven of the aforementioned
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determinants are distinct, yielding a significant reduction of the
required calculations.

In Section II, we have mentioned that an immediate opti-
mization would be to calculate the summation terms recursively
without the need to retain all the previously measured battery
charge values, thus reducing memory space. In addition, a
significant optimization of the processing power and memory
space has been achieved by observing that, out of the total of
24 summation terms implied by the second-order determinants,
only seven are distinct.

As to the square-root calculation, we have implemented
an iterative successive approximation method based on the
observation that, for a given integer number of b bits, its square
root is represented by, at most, b/2 bits.

Considering all these observations, the implementation of
the proposed SoH estimation algorithm for the calculation of
the number of RUL cycles (nRUL) is presented in Algorithm
1. Here, n denotes the current number of measured battery
cycles, nmin is the minimum number of cycles which are
necessary for the start-up of the algorithm, and Δ1 to Δ7 are the
seven distinct second-order determinants previously mentioned.
This requirement applies to both variants of the algorithm and
implies that the SoH estimation cannot be performed until at
least a number of nmin battery cycles have been recorded. The
minimum number of battery cycles is equal to the time-window
size, and different values can be chosen, as detailed in the next
section.

Algorithm 1. RUL estimation algorithm.
1: while not (battery cycle completed) do
2: wait
3: end while
4: increment n
5: if n ≥ nmindo
6: Calculate Sum1, Sum2, . . . , Sum7 with (8)
7: Calculate Δ1, Δ2, Δ3

8: Calculate Δ
9: Calculate Δ4, Δ5, Δa

10: Calculate Δ6, Δb

11: Calculate Δ7, Δc

12: // Scaling of Δ, Δa, Δb, Δc

13: Δ = Δ/128
14: a = (Δa left shifted 20 bits)/Δ
15: b = (Δb/Δ) left shifted 20 bits
16: c = (Δc/Δ) left shifted 20 bits
17: Solve (9) and calculate m according to (10)
18: nRUL = m − n
19: end if

The differences between the time-window and the history-
based algorithms reside in the calculation of the seven sum-
mation terms (Sum1 to Sum7) and will be discussed in the
following sections. Additional optimizations have been intro-
duced and are shown in lines 12 to 16 of the algorithm. They
address the numerical adaptation of the polynomial coefficients
(a, b, and c) due to the fact that we are dealing with large
numbers, which need to fit 64 bits, without compromising the
accuracy of the calculations.

IV. PERFORMANCE EVALUATION

For the performance evaluation, we have considered two sets
of data. The first set contains the estimated values for the cycle
in which the battery capacity drops under a fraction of the nom-
inal capacity, which is a value for which the SoH of the battery
is considered 0%. This value is specific for each type of battery,
and usually, it can be found in the documentation provided by
the manufacturers. The second set of data contains the real cycle
number for which the capacity reaches the terminal SoH value
specified earlier.

The data have been obtained from cycling two types of
Ni–MH battery packs: GP batteries with a nominal capacity of
approximately 2400 mAh and aged Sanyo batteries designed
for 2200 mAh. For the evaluation, a factor of 80% of the
nominal capacity is considered to be the threshold for which
the terminal SoH is reached. Our experimental data show that
the respective condition occurs at the 85th cycle for the GP pack
and at the 69th cycle for the Sanyo pack.

The cycling of the batteries through multiple charge and
discharge phases has been accomplished using an auto-
mated test setup constructed using the PMBoard presented in
Section III, and the gathered data have been used as inputs for
the aforementioned data sets. The batteries have been config-
ured in packs of two cells connected in series at a nominal
voltage of 2.4 V. The average discharge currents have been
210 mA or 0.09 C (at the rated capacity of 2400 mAh) for the
GP battery packs and 420 mA or 0.19 C (at the rated capacity
of 2200 mAh) for the Sanyo packs.

In charge mode, a total of 2300–2600 mAh has been sup-
plied to the battery pack in each cycle, using the constant
current charging strategy and terminating the charge at the
activation of one of the classical termination techniques, such
as the “V plateau” [14]. In discharge mode, the battery pack
has been automatically switched to supply a programmable
resistive dc load using specialized hardware embedded into
the PMBoard to simulate the typical current consumption
of a WIT.

A. Evaluation of the SoH Estimation Algorithms

The maximum discharge capacities for the tested battery
packs have been recorded, and the cycle number at which
the 0% SoH point is reached has been noted. A comparative
depiction of these data is shown in Fig. 4. The cycle number
represents the number of test cycles elapsed since the start of
the experiment and not the absolute discharge cycle of the pack
elapsed since first use. The figure shows the degradation trend
lines of the two types of batteries, emphasizing the lower SoH
of the Sanyo batteries.

Two types of SoH estimation algorithms have been imple-
mented: the time-window algorithm, with a window of size
W = 25 and W = 30 cycles, and the history-based technique.
In the first case, the estimation has been made using the values
recorded in the last 25 and last 30 cycles. For the history-based
algorithm, the estimation is made based on all the recorded
values up to the current cycle on which the estimation is
computed.
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Fig. 4. Discharge capacity evolution for the GP and Sanyo battery packs.

Fig. 5. GP batteries: Absolute estimation error for the embedded
implementation.

In the following performance evaluation of the algorithms,
we compare the theoretical results obtained from executing
the algorithms in a Matlab environment with the experimental
results obtained from running the embedded implementation.

The experimental results obtained during the performance
evaluation of the embedded algorithm implementation on the
GP batteries are shown in Figs. 5 and 6. The embedded im-
plementation is different from Matlab because of the integer
arithmetic which causes rounding errors. There is also the
problem of number representation. To suppress the rounding
errors, the algorithms on the embedded side are implemented
using a 64-bit integer representation.

As shown in Fig. 5, the history-based algorithm estimation
error approaches zero starting from the 60th execution cycle.
However, the algorithm occasionally produces gross estimation
errors, which are visible, for example, between cycles 35 and
50. A solution to improve the robustness of the estimation is

Fig. 6. Estimation RMSD for the embedded implementation.

Fig. 7. Absolute error comparison between the Matlab implementation and
the embedded implementation.

to filter out the errors at the application level by replacing the
out-of-range values with the average of the previous cycles.
The root-mean-square deviation (RMSD) of the embedded
estimator is specified in Fig. 6. The deviation is higher than
the theoretical one and has a maximum value of 10.5 cycles.

We have also evaluated the estimation errors introduced
by implementing the algorithm on the embedded platform, as
compared to those of the Matlab implementation. For the first
20 estimation cycles, the absolute error varies between −6 and
4 cycles. For the next estimation cycles, the theoretical and
the experimental results generate similar values. Fig. 7 shows
the absolute error between the Matlab implementation and the
embedded implementation.

Fig. 8 shows the absolute estimation error of the embedded
implementation for the Sanyo battery pack. Compared to Fig. 5,
we can observe that the initial estimation errors are smaller,
but the algorithm prediction accuracy is maximized starting
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Fig. 8. Sanyo batteries: Absolute estimation error for the embedded
implementation.

TABLE I
MEMORY REQUIREMENTS OF THE BMS AND THE

SOH ESTIMATION SOFTWARE

approximately from the 55th cycle. Thus, we can observe that
the proposed SoH estimation approach is viable even for aged
battery packs.

B. Evaluation of the Embedded Resource Requirements

As shown in Section III, we have integrated the embedded
software implementation of our proposed SoH estimation algo-
rithms into the battery management layer. We have designed
and implemented the SoH estimation calculations observing
the real-time requirements imposed by the WIT architecture
while minimizing the additional memory and processing power
overhead.

Table I shows the memory requirements of the SoH estima-
tion module in comparison with the total memory footprint re-
quired by the BMS software. The implementation contains the
routines for both types of algorithms in order to offer increased
flexibility to the system designer. The three rows represent the
comparison metrics: the total ROM (or Flash memory) used for
code storage, the ROM used for constant data, and the total
RAM used for run-time data storage. All values are expressed
in bytes, and the third row gives the percentage values for the
memory requirements of the SoH module implementation with
respect to the memory usage of the entire BMS software.

These comparisons clearly show that we have succeeded
in implementing the SoH estimation algorithms with a low
memory overhead while also considering all the optimization
aspects identified in Section III. We can also conclude that a
complete BMS implementation, which provides SoH estima-

Fig. 9. Time-window versus history-based execution durations.

tion, is entirely feasible on an ARM7 platform similar to the one
we have used, [22], because all such MCU platforms integrate a
minimum of 64 kB of Flash and 16 kB of RAM, thus becoming
a very cost effective solution.

The power consumption of the BMS is another important
evaluation factor. The hardware design has been done with
clear low-power principles in mind: PMOS gates as switching
devices for the charge current, low-power and high-efficiency
buck–boost regulators, and the predominant use of integrated
components. For the current BMS implementation, the mini-
mum available CPU frequency of 14.745 MHz is used, and the
BMS CPU time is 31%, yielding a total power consumption
of 13.95 mW. This power envelope can be further reduced
with lower power alternatives such as the Texas Instruments
MSP430 or the Energy Micro EFM32 MCUs.

Concerning the required processing power of our proposed
implementation, we have done a series of tests to evaluate
whether the resulting calculation durations fit within certain
real-time boundaries. For this, we have varied the CPU fre-
quency of the used MCU in steps starting from 14.745 up
to 58.980 MHz. We have also varied the window size of the
SoH estimation algorithm from W = 25 to W = 40 cycles in
order to see the evolution of the calculation times for different
window sizes and to offer the system designer an area of
solutions in the CPU frequency and window size domains.

After measuring the execution durations for the time-window
algorithm for different CPU frequencies, we have observed
that the maximum execution duration does not exceed 550 µs
even in the worst case, i.e., at 14.745 MHz. This conclusion
is important for a system designer who wishes to integrate the
SoH estimation into the BMS because it proves that the SoH
algorithms add little to the real-time constraints of the system,
allowing for more relaxed timing configurations.

To compare the history-based and the time-window algo-
rithms, a similar test has been conducted, emphasizing the
effect of the recursive accumulation optimization discussed in
Sections II and III. We have considered a fixed CPU frequency
of 29.490 MHz, and we have varied the window size as in
the previous test. The results are shown in Fig. 9, and it
should be noted that, in the case of the history-based algorithm
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implementation, the window size parameter expresses the ac-
tual number of cycles of the battery pack, while with each incre-
ment, a recursive accumulation of the summation terms takes
place. Thus, we have shown that the history-based algorithm
offers a significant improvement in processing time, due to the
fact that the summation terms are only calculated once (at the
25th cycle) and the subsequent calculations rely on recursive
accumulation, which is more computationally efficient.

V. CONCLUSION

In this paper, we have proposed two algorithms based on the
least squares regression method for battery SoH estimation, and
we have adapted them for ease of integration into an embed-
ded battery management solution. We have described in detail
several important optimizations required for implementing the
mathematical algorithms on an MCU, powered by the ARM7
architecture.

The SoH prediction algorithms have been successfully in-
tegrated into a BMS solution developed at the Digital Signal
Processing Laboratories in Timisoara, Romania, as a central
part of the CORE-TX platform.

We have conducted extensive tests in order to evaluate the ac-
curacy and real-time feasibility of the proposed solutions. The
results show that the history-based algorithm ensures a more
accurate estimation than the time-window technique, although
both types present a very good accuracy of estimation, starting
from approximately 50% of the RUL of the battery.

Concerning the required execution times, the recursive ac-
cumulation optimization produces a dramatic reduction in the
execution time of the history-based algorithm.
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