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Abstract:
Every now and then, researchers need to consider new scientific topics
to work on for an assortment of reasons originating either in the way sci-
entific knowledge recently evolved (e.g., the development of new tech-
nologies, theories, and methods) or in the existing research theme itself
(e.g., the research problem was already solved; no remarkable outcomes
are expected; the research question leads to a dead end because of a
lack of new ideas, or a material, financial or human resource shortage).
The discovery of new research themes has never been so problematic
as today mainly due to the dynamism, complexity, and segmentation
of the research scene and also due to the abundance of scientific pub-
lications that need to be surveyed. In these circumstances, the demand
for automatic or semi-automatic tools to aid researchers in discover-
ing and starting working on new promising research themes that meet
both their expectations and expertise is particularly increasing. This the-
sis provides solutions to cover this gap by developing a content-based
human-in-the-loop recommender system framework where adequately
structured, classified, and ranked contextual information coming from a
large body of scientific publications is been employed to derive hot and
feasible research themes alongside identifying suitable research teams,
cross-domain knowledge transfers, or scientific literature to start with.
To evaluate the proposed multi-recommender framework and its associ-
ated techniques, methods, and implementations, a series of case studies
and experiments are presented, yielding promising results.
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Terminology

Bibliographic database – an organized collection of bibliographic records;

Bibliographic record/metadata – a file containing information about a publication
that encompasses fields like the title, keywords, abstract, author names and affiliation,
publication data, etc.;

Compound abstract – a short text document obtained by concatenating the title,
keywords and abstract of a given publication;

Context (of a term) – the terms lying in the same topic with a given term;

Emerging domain – a research domain that is currently on a highly rising trend
within the research community;

Feasible research gap – a research gap that can be approached at a given time based
on existing methods, techniques and materials already published or used in the past;

Hot theme – a theme that is popular and on an increasing trend at a specified moment
in time;

Key term – the term representing a relevant concept for a scientific area or a research
theme;

Processed abstract – a short text document comprising a list of relevant terms from
a compound abstract obtained through an entity linking procedure;

Recommender system – a subtype of information filtering system able to recom-
mend items that are most relevant to the user;

Research domain – a disciplinary branch of knowledge and research representing a
specific field of expertise;

Research gap – an area of research which suffers from a substantial lack of informa-
tion and knowledge, being significantly immature;

Research theme – a clearly defined problem currently having no or partial solutions
which is worth investigating;

Term (or mention) – a word or a sequence of words relevant to a given domain
extracted using entity linking methods;
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Topic – a computationally derived cluster of relatively related terms;

Twin domain – a research domain having similar or close methods and materials
with a given domain;
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Chapter 1

Introduction

1.1 Motivation

Over the last decade, Artificial Intelligence (AI) and especially Machine Learning (ML)
have proved their transformative potential, promising to have a revolutionary impact on
the economy and society in general. They have a ubiquitous contribution to many do-
mains ranging from image and speech recognition to medical diagnosis and self-driving
vehicles [1, 2]. Being able to understand and extract correlations, causalities, and patterns
from real-world processes, AI is increasingly likely to replace humans not only for pre-
dictive or repetitive activities but also in fulfilling cognitive or complex decision-making
tasks.

Recommender systems are a special category of AI applications. They are automated
or semi-automated systems intended to advise users during decision-making [3, 4]. Rec-
ommender systems have been devised for a variety of everyday life activities, like music
streaming, video on demand, or online retail [5, 6, 7]. Faced with an abundance of
information, users have an increasingly difficult task anytime they search for relevant in-
formation to base their judgments or to make decisions. In this context, AI techniques
can deeply mine and rigorously analyze large volumes of data, and then present results
in a readable, comprehensible, and user-friendly manner.

The overall goal of this thesis is to provide a package of recommender systems to aid
researchers in discovering and start working on new promising research themes. We
mainly focus on content-based human-in-the-loop recommender modules where ade-
quately structured, classified, and ranked contextual information coming from a large
body of scientific publications is being employed.

The discovery and framing of new promising research themes have always been a
great challenge for academia [8] and industry [9]. This activity requires extensive hu-
man effort, expertise, and, not least, intuition. The process is usually grounded in a
systematic and critical literature review backed by the need to identify patterns, changes,
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18 CHAPTER 1. INTRODUCTION

and trends within an extensive body of knowledge. It includes two important stages,
namely research gap identification and problem framing, each of which includes time-
consuming, meticulous, and sometimes tedious activities, which alternate with decision-
making where human expertise plays a decisive role. Following the research theme fram-
ing, three other tasks may be undertaken: investigating possible knowledge transfers that
may help solve the problem; identifying relevant scientific literature to help start the eval-
uation of the state of the art in the field; and, probably the most important, forming an
appropriate and effective team to carry out the intended research work.

With the emergence and widespread adoption of AI techniques, developing effective
tools to assist researchers in framing and addressing relevant research themes becomes a
natural step forward, motivated by the following reasons:

• An increasing body of knowledge must be surveyed. Since the number of scientific
publications has exponential growth, extracting useful information without auto-
mated tools becomes increasingly difficult. This task is further complicated by
several other factors, e.g., publications may contain incomplete, biased, mislead-
ing, or even erroneous information; or, the access to some publications is restricted.
Recommender systems can eliminate unreliable inputs and/or predict the missing
pieces of information based on existing information from similar documents.

• Every research has its own life cycle. From time to time, when their themes become
saturated or declining, researchers need to switch to more timely domains [10].

• Research theme framing needs to be correlated with the related team formation
which can be stated as a complex optimization process that besides discovering
research gaps must carefully assess, predict, and consider a set of constraints that
includes the number of available research team members, their profile and exper-
tise, time deadlines, and available technical needs and financial resources [4].

• Necessity to correlate the framed research themes with current trends and advance-
ments in research and innovation that originate from emergent domains, which are
proven to have influential effects upon the entire scientific community.

• Limited view of the researcher regarding the overall body of knowledge. Generally,
the researchers are more likely to search for new themes inside their own domains
of expertise. In this context, an automatic or semi-automatic methodology may
help explore a broader research area, thus increasing the productivity and scalabil-
ity of the process.

• Interest in research themes can be driven by funding agencies through grants or
projects with a specified area of interest. In this case researchers must adjust their
ongoing interests or themes, or must find new ones within the field defined by the
call for proposals.
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• Need to reduce the degree of subjectivity in selecting new research themes and
research teams, as any manually driven procedures incorporate subjective decisions
linked to inherent fears of novelty and uncertainty, concerns regarding the long
time and effort needed for researcher’s recalibration to a totally new theme, or
worries that the projected results will not materialize. While recommender systems
can suggest potentially rewarding topics and problems, they can be used to identify
future research collaborators who can complement one’s research expertise.

• Research projects tend to be more complex often requiring a multidisciplinary and
highly collaborative approach.

1.2 Objectives

The primary objective of this thesis is to design a multi-recommender system framework
to aid in identifying and addressing high-impact and timely research themes.

The proposed architecture implements a Human-in-the-Loop (HL) methodology where
the human expert is needed to supervise the research themes framing and addressing pro-
cess mainly because of two reasons. The first one is given by the lack of historical data
to train AI or ML models since recommendations need to be highly customized for a re-
searcher or a research team which rarely does this activity, while the second one is related
to the need to improve the accuracy and relevance of the obtained recommendations con-
sidering the noisy and imprecise information that inherently characterizes the scientific
activity.

Our multi-recommender system relies on paper metadata records collected from bib-
liographic/bibliometric databases (e.g., IEEE Xplore) as a valuable and reliable source of
research-related information. In this regard, the existing scientific publications are seen
not only as the direct result of research activities but also as a means to understand past,
current and future research trends. Moreover, by investigating the scientific production
we may help objectivize the research team formation process.

The secondary objectives are related to the design, implementation and validation
of the main functional modules that constitute the multi-recommender framework (i.e.,
research theme recommender; cross-domain knowledge transfer recommender; and, re-
search team recommender) considering that they are meant to also function as standalone
units.

1.3 Major Contributions

This thesis describes a human-in-the-loop multi-recommender framework designed to
aid in discovering and addressing high-impact research themes using bibliographic meta-
data by artificial intelligence means. Particularly, the topics that are covered include
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automatic bibliographic metadata acquisition and preprocessing, scientific domain and
research theme modeling, research trend assessment, cross-domain knowledge transfer,
and research team formation. To address the mentioned research topics, a variety of
Natural Language Processing (NLP) methods have been employed, including entity link-
ing, document similarity assessment, topic modeling, and term co-occurrence analysis.
These NLP methods are supplemented by prediction and multi-objective optimization
techniques.

Considering the objectives stated in the previous section, the major contributions
provided by this thesis are:

• A human-in-the-loop multi-recommender system architecture to help researchers dis-
cover and address hot and timely research themes based on bibliographic metadata;

Analyzing the knowledge development process for a scientific field, a semi-
automatic framework encompassing four recommender modules (i.e., research
theme recommender, cross-domain knowledge transfer recommender, scientific
literature recommender, and research team recommender) is designed. The find-
ings were reported in [11].

• A method to evaluate research trends from journal paper metadata, considering the
research publication latency;

To incorporate the unfavorable influence of the time lag between the research
ending and its results’ publication on research trend assessments, we propose
a trend detection methodology combining auto-ARIMA prediction method with
the Mann–Kendall test. This contribution was reported in our journal paper [12].

• A method to identify hot research topics using topic modeling and multivariate predic-
tion techniques;

By representing the research themes as collections of key terms we proposed an
approach to discover impactful research topics from bibliographical records using
Latent Dirichlet Allocation (LDA) topic modeling coupled with a multivariate
version of the Mann-Kendall test. This contribution was detailed in two of our
papers, namely [13] and [14].

• A method to evaluate the feasibility of a research theme using a co-occurrence-based
double thresholding method;

We developed an automated mechanism to identify the feasible research gaps
to be covered by using a double-threshold procedure that filters out the themes
that are either difficult to study using existing knowledge or have limited novelty
prospects. The method was the subject of our journal paper [15].

• A cross-domain knowledge transfer recommender based on the concept of twin scien-
tific domain;
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The thesis offers a practical approach that employs paper metadata to identify the
twin domains that are closely connected to a given scientific domain and from
which knowledge transfer might be successful, as well as the information that
should be transferred.

• A publicly available dataset for bibliographic/bibliometric data-driven research team
formation;

The dataset consists of de-identified information regarding the technical expertise
and collaborative proficiency of scholars affiliated with Politehnica University of
Timisoara extracted from IEEE Xplore paper metadata for the time interval 2010-
2022. The dataset is available on the Mendeley Data public repository [16] and
is detailed in our journal data paper [17].

• A formalization of research team formation as a generalized multi-objective set cover
optimization problem;

We mathematically formulate the research team formation process as a customiz-
able multi-objective optimization by generalizing the classic set multicover prob-
lem. Our optimization model is especially suited for egalitarian team formation
and completion but can also be used in covering non-managerial positions inside
hierarchical teams.

• A research team recommender using a genetic multi-objective optimization algorithm
and extended bibliometric data.

We used an extended set of paper metadata fields to derive four synthetic in-
dicators about the candidates’ expertise and interpersonal skills and solve the
combinatorial multi-objective team formation problem using the NSGA-II ge-
netic algorithm to suggest a list of optimal teams. The recommender’s design
and validation details were presented in our article [18].

Besides the already mentioned major contributions, the thesis contains several minor
contributions (e.g., methods tuning and calibration; selection and analysis of represen-
tative case studies; etc.) that will be detailed in the subsequent chapters. Moreover, the
author of this thesis developed all the necessary software using Python programming
language and related libraries and also designed and conducted the theoretical and exper-
imental studies.

During the PhD studies, the author has contributed to ten research papers in peer-
reviewed journals and conference proceedings, one book chapter, and one public dataset:

1. C.-D. Curiac, O. Banias, and M. Micea, "Evaluating research trends from journal
paper metadata, considering the research publication latency", Mathematics, vol.
10(2), 233, MDPI, 2022. [journal paper]
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2. C.-D. Curiac, A. Doboli, and D.-I. Curiac, "Co-occurrence-based double thresh-
olding method for research topic identification", Mathematics, vol. 10(17), 3115,
MDPI, 2022. [journal paper]

3. C.-D. Curiac, and A. Doboli, "Combining informetrics and trend analysis to un-
derstand past and current directions in electronic design automation", Scientomet-
rics, vol. 127(10), pp. 5661-5689, Springer, 2022. [journal paper]

4. C.-D. Curiac, and M. Micea, "Evaluating research trends using key term occur-
rences and multivariate Mann-Kendall test", in Proceedings of the International
Symposium on Electronics and Telecommunications (ISETC 2022), pp. 1–4, IEEE,
2022. [conference paper]

5. C.-D. Curiac, and M. Micea, "Identifying hot information security topics using
LDA and multivariate Mann-Kendall test", IEEE Access, vol. 11, pp. 18374-
18384, IEEE, 2023. [journal paper]

6. C.-D. Curiac, M. Micea, T.-R. Plosca, D.-I. Curiac, and A. Doboli "Dataset for
bibliometric data-driven research team formation", Mendeley Data, version 1, doi:
10.17632r4vrvhb23h.1, 2023. [public dataset]

7. C.-D. Curiac, M. Micea, T.-R. Plosca, D.-I. Curiac, and A. Doboli "Dataset for
bibliometric data-driven research team formation: case of Politehnica University
of Timisoara scholars for the interval 2010-2022", Data in Brief, vol. 53, 110275,
Elsevier, 2024. [journal paper]

8. C.-D. Curiac, M. Micea, T.-R. Plosca, D.-I. Curiac, and A. Doboli "Optimized
interdisciplinary research team formation using a genetic algorithm and extended
bibliometric data". [journal paper - under review]

9. C.-D. Curiac, M. Micea, T.-R. Plosca, D.-I. Curiac, S. Doboli and A. Doboli
“Towards automating new research problem framing and exploration based on
symbolic-numerical knowledge extracted from bibliometric data”, in Bibliometrics
- An Essential Methodological Tool for Research Projects. IntechOpen, London,
UK, 2024. [book chapter]

10. T. Andreica, C.-D. Curiac, C. Jichici and B. Groza, "Android head units vs. in-
vehicle ECUs: performance assessment for deploying in-vehicle intrusion detec-
tion systems for the CAN bus", IEEE Access, vol. 10, pp. 95161-95178, IEEE,
2022. [journal paper]

11. M.D. Baciu, E.A. Capota, C.S. Stângaciu, C.-D. Curiac, and M. Micea, "Multi-
core time-triggered OCBP-based scheduling for mixed criticality periodic task sys-
tems", in Proceedings of the International Symposium on Electronics and Tele-
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communications (ISETC 2022), pp. 1–4, IEEE, 2022. [conference paper]

12. T.-R. Plosca, C.-D. Curiac, and D.-I. Curiac. "Investigating semantic differences
in user-generated content by cross-domain sentiment analysis means", Applied
Sciences, vol. 14(6), 2421, MDPI, 2024. [journal paper]

The first nine of these works represent the main pillars of the thesis, while the rest
address machine learning and task scheduling topics.

1.4 Thesis Outline

The remainder of this thesis is structured as follows.
Chapter 2 provides a critical review of related literature in the field of recommenda-

tion systems for research aiding.
Chapter 3 outlines the proposed architecture of a multi-recommender system meant

to aid researchers in identifying and exploring relevant research topics using information
extracted from publication bibliographical records. This framework incorporates four
recommender modules that, based on paper metadata, assist researchers in finding new
research themes, identifying the knowledge that is suitable to be transferred from other
scientific domains, finding a set of relevant publications to start the literature review
with, and composing a suitable team of experts to address the theme. Our endeavor is
grounded in the way new knowledge may arise in a given scientific domain, pointing out
that significant research ideas may be derived from appropriate combinations of already
existing in-domain knowledge, may come from closely related and emergent domains,
or, less frequently, may result from sudden insights.

Chapter 4 describes the data acquisition and preprocessing procedure. We rely on
Application Programming Interfaces (APIs) to automatically collect publication metadata
records corresponding to top-tier scientific journals or annual conferences to effectively
summarize the research in a given field. Using an appropriate entity linking technique
(i.e., TagMe), the title, keywords and abstract metadata fields are transformed into lists
of relevant key terms to represent the essence of the publication content.

Chapter 5 is devoted to the detailed presentation of the semi-automatic research
theme recommender module able to suggest new and high-impact research topics. Our
HL methodology starts with identifying the set of key terms that characterize the scien-
tific domain and clusters these key terms in research themes. Subsequently, the research
themes are investigated in terms of their opportunity and feasibility by employing trend
and statistical analysis.

Chapter 6 describes the recommender module designed to identify possible cross-
domain knowledge transfers from twin or emerging scientific domains. In this respect,
document similarity and topic modeling techniques have been used.
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Chapter 7 presents the research team recommender module. To formalize the team
formation process, we propose a generalized multicriteria set cover optimization model
that may cope with a large variety of team objectives and constraints. By employing an
extended set of bibliographic and bibliometric data, we evaluate each candidate’s tech-
nical expertise and collaborative skills based on four carefully designed descriptors and
solve the resulting problem using the NSGA-II elitist evolutionary algorithm.

Chapter 8 offers a summary of our work, followed by conclusions and a brief discus-
sion of future work.



Chapter 2

Review of Related Literature

This chapter presents a critical review of the state-of-the-art
recommendation systems for research aiding, emphasizing the
existing methods and frameworks to recommend scientific con-
tent, citations, new research themes, and appropriate team
members for research projects.

Recommendation systems, also known as recommender systems, are a special cate-
gory of information filtering systems that can provide pertinent suggestions for items or
content to a particular user [19, 20]. Such suggestions mainly refer to diverse decision-
making activities, including products or services to be purchased, online news to be read,
or music to be listened. Recommendation systems are especially beneficial in situations
when a user has to select from an overwhelming number of potential alternatives.

Depending on the information used in identifying and ranking the suggestions pre-
sented to the user, recommender systems may be classified into three main categories:
(1) collaborative-filtering, (2) content-based, and (3) hybrid recommender systems [21,
4]. Collaborative filtering methods construct a behavioral model of the user based on pre-
vious interactions, and then make suggestions according to this model [4]. Content-based
recommender systems identify the relevant features (e.g., concept attributes, keywords)
from contextual information, and classify them according to the user’s needs [4]. The
two approaches can also be combined as hybrid recommender systems [4]. Content-
based methods have been used for text or webpage recommendation, but are challenged
by limited content analysis (e.g., only keywords are used, not the relations between them),
over-specialization due to the frequent keywords that bias the search, and tackling new
keywords [4]. Collaborative filtering has been used in systems like Amazon’s [22] or
PHOAKS [23] for creating personalized online shopping experiences, finding useful web
information, and joke recommendations [4]. However, they are challenged by addressing
new users, new keywords, and keyword sparsity as few keywords from the entire set are
used to describe a document [4]. Hybrid methods combine the advantages of the two
methods but are challenged by multi-criteria requirements, quality, and scalability [4].
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2.1 Recommender Systems for Research Aiding: State of the

Art

In many fields of activity, and the research field makes no exception, the amount of
information rises exponentially, needing appropriate means to aid decision-making pro-
cesses. Researchers must devote significant resources and effort to finding personalized
academic/scientific material that relates to their work. Even though such research-related
tasks can in principle be fully or partially automatized using artificial intelligence tech-
niques, conclusive results are still pending. In this context, little research has been re-
ported on specialized recommender systems as helpful tools to scholars when starting
and conducting research [24]. More specifically, the existing research is limited and frag-
mented and was directed toward four objectives: proposing customized scientific content,
suggesting citations to accompany a research theme, discovering research hotspots based
on trend analysis, and assembling research teams.

Scientific content recommendation

In their endeavor to evaluate the state of knowledge in a scientific area, scholars are
generally searching online libraries and bibliographic databases for adequate scientific
materials using keywords or text phrases. The use of appropriately designed recom-
mender systems to provide this service enables researchers to easily and quickly collect
and make use of a variety of digital materials from all around the world, composed mainly
of textual publications (e.g., scientific papers, books and patents). Academic search en-
gines like Google Scholar provide lists of scientific publications based on the submitted
user query [25]. They are helpful in the sense of systematicity, transparency or repro-
ducibility, but they don’t make a lot of difference when it comes to filtering or person-
alization, whereas the recommender systems are key to managing information overload
[26].

In [27], the authors proposed a content-based filtering article recommender, named
PURE, that performs a model-based clustering to provide the highly-rated articles con-
taining a set of chosen keywords from PubMed database. Gipp et al. [28] developed the
first hybrid scientific paper recommender, coined as Scienstein, as a powerful alternative
to traditional academic search engines. It improves the usually employed keyword-based
search by mixing it with various methods (e.g., citation, author or source analysis; im-
plicit and explicit ratings; ‘Distance Similarity Index’ and the ‘In-text Impact Factor’
evaluation). The users are prompted to enter not only keywords but also entire docu-
ments when searching for additional scientific materials. An open-source Python library,
named Science Concierge, that implements a content-based recommender system for sci-
entific literature search is reported in [29]. The library processes the documents using a
scalable vectorization of texts through Latent Semantic Analysis and employs a mixture
of the Rocchio algorithm with an approximate nearest neighbor search to derive the rec-
ommendations. Guo et al. [30] were the first to include semantic representation, obtained
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using a Long-Short Term Memory (LSTM) neural network, by considering the relevance
of the words from paper abstracts with respect to words in the paper title, while Haruna
et al. [31] and Sakib et al. [32] developed hybrid recommenders that employ both the
magnitude of the collaborative similitudes between papers and correlations between their
contents.

Other representative examples of services that provide scientific content suggestions
are the ones provided by university digital libraries that actively employ recommender
systems to support learning, education, and research. The hybrid fuzzy linguistic recom-
mender system described in [33] uses a combination of two approaches to rank items in a
university digital library. While in the first step, the items are ranked by their content us-
ing distance similarity measures, in the second step the items are re-ranked based on their
quality (i.e., the popularity of items among users). Serrano-Guerrero et al. [34] proposed
another fuzzy linguistic recommender system that suggests useful scientific resources and
potential collaborators for given research topics using information from university digital
libraries. By using the Google Wave capabilities, their system disseminates information
between several researchers interested in the same topic.

Citation recommendation

The task of specifying correct citations for a given text passage in a document is
generally referred to as citation recommendation [35]. Given the abundance of published
articles and the need to cite appropriate publications when writing scientific texts, the
topic of citation recommendations has become increasingly important for researchers.

The seminal paper of He et al. [36] provides a probabilistic non-parametric model
to assess the context-based relevance of a given citation context for a document. Their
system recommends the bibliography corresponding to a manuscript and offers a ranked
list of citations for a specified citation placeholder. Wang et al. [37] propose SentCite,
a tool that identifies the sentences that need to be backed up with references by em-
ploying a convolutional recurrent neural network and recommends citations based on
the similarity between citation sentences and target papers. Yang et al. [38] designed
a citation recommender that uses the semantic similarity between citation context and
scientific papers, and also information about authors to improve the accuracy. Jeong et
al. [39] proposed a deep learning-based model for context-aware paper citation recom-
mendation that employs graph convolutional network layers, a bidirectional encoder, and
a pre-trained model of textual data.

Research topics recommendation based on trend evaluations

Existing academic publications are not only the direct result of scientific activities
but they also influence the current and future research trends. By employing content or
citation analysis, a large spectrum of valuable evidence may be revealed, including the
impact and attractiveness of specific research topics.

In 2018, Lee and Kang [8] adopted a Latent Dirichlet Allocation (LDA) topic model-
ing approach to automatically uncover research topics in the Technology and Innovation
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Management (TIM) field. Their method explores topic trends by investigating the fluctua-
tions in topic rankings based on a citation analysis over diverse time periods and identifies
hot and cold topics. The approach is specifically tailored for TIM by using bibliometric
data only from representative domain-specific journals, while possible connections with
other domains have not been considered.

Huang et al. [40] constructed a framework that uses a large-scale academic graph and
is able to perform time and space analysis of research frontiers. The goal of this frame-
work is to effectively encourage the implementation of data-driven knowledge discovery
and was exemplified by a case study from medical and health sciences. Here, the Rapid
Automatic Keyword Extraction algorithm was employed for keyword extraction and the
Mann-Kendall (MK) test was utilized to identify trend changes in research topics. Even
the framework can effectively achieve deep and dynamic evaluation of research frontiers
within diverse fields, it does not identify the research gaps to base the research themes
framing process.

A more general and also practice-oriented way to identify the research opportunities
is ResGap [41], a tool that uses text mining procedures to extract topics and map topic
trends from a body of publications, and an entity linking method for recognizing and dis-
ambiguating terms using unambiguous identifiers from Wikipedia [42, 43]. ResGap can
be perceived as a means to discover promising research areas that can be later manually
formalized into fruitful future research themes. The same basic idea to implement such
research gap discovery systems was put forward by Wang et al. [44]. Their framework
of a hybrid recommender system uses Hierarchical Latent Tree Analysis for topic mod-
eling and Google Trends to evaluate the topics’ trends. These two approaches are able
to discover interesting research gaps but are neither meant to offer research themes nor
to provide research gaps customized to the researchers’ technical expertise and shared
interests.

Research team recommendation

The success of any research project largely depends on the team assigned to per-
form the tasks. In this respect, besides members’ technical expertise, there is a series
of individual psychological, organizational, and teamwork-related factors that need to be
considered when assembling high-performing teams. Such factors, including team coher-
ence, interpersonal relationships, positive attitude, or conflict management potential, are
hard to objectively quantify, making the research team formation process very difficult.
However, some promising approaches have been reported.

In their pioneering work, Lappas et al. [45] developed a research team recommender
that gathers together experts by considering three key pillars: the research theme, the pool
of candidates with specialized and diverse skills, and a documented social network to
assess the compatibility between individuals. For this, they employed candidate-related
information extracted from the DBLP bibliographic database.

Srivastava et al. [46] proposed ULTRA - an AI-based approach for aiding the team
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Table 2.1: Related work summary

Ref. Academic Service RS
Model RS Description

[33]
Recommendation
in Digital Library

Hybrid
System

fuzzy linguistic recommender system that provides personalized re-
search resources that are relevant to the users and also have a quality
that was previously certified by other users.

[34]
Recommendation
in Digital Library

Hybrid
System

fuzzy linguistic recommender system that suggests scientific re-
sources and potential collaborators

[27]
Paper recommen-
dation

CB
model-based clustering to provide the highly-rated articles containing
a set of keywords

[28]
Paper recommen-
dation

Hybrid
System

keyword-based search accompanied by various methods (e.g., cita-
tion, author or source analysis; implicit and explicit ratings; ‘Distance
Similarity Index’ and the ‘In-text Impact Factor’ evaluation).

[29]
Paper recommen-
dation

CB
employed Latent Semantic Analysis to the content of scientific papers
to derive recommendations

[30]
Paper recommen-
dation

CB includes semantic relationship for paper recommendation

[31]
Paper recommen-
dation

Hybrid
System

employs both the magnitude of the collaborative similitudes between
papers and correlations between their contents

[32]
Paper recommen-
dation

Hybrid
System

public contextual metadata and paper-citation information are incor-
porated to enhance the recommendation accuracy

[36]
Citation recom-
mendation

CB
proposes a non-parametric probabilistic model to evaluate the context-
based relevance between a document to be cited and citation context.

[37]
Citation recom-
mendation

CB
proposes SentCite to identify the sentences that need to be backed by
references using a convolutional recurrent neural network and recom-
mends citations based on the similarity between sentences

[38]
Citation recom-
mendation

CB
uses the semantic similarity between citation context and scientific
papers, and also information about authors to improve the accuracy of
citation recommendations

[39]
Citation recom-
mendation

CB
employs graph convolutional network layers, a bidirectional encoder
and a pre-trained textual data model

[8]
Research topics
recommendation

CB
method to identify research topics in the Technology and Innovation
Management field using LDA

[40]
Research topics
recommendation

CB
proposes a framework that uses a large-scale academic graph and is
able to perform time and space analysis of research frontiers

[41]
Research topics
recommendation

CB
proposes ResGap, a practice-oriented method to identify the research
opportunities using text mining procedures to extract topics and to
map topic trends from a body of publications

[44]
Research topics
recommendation

Hybrid
System

proposes a research gap discovery system that uses Hierarchical La-
tent Tree Analysis and Google Trends

[45]
Research Team
recommendation

CB
provides expert team recommendations based on the research theme,
a given pool of skilled candidates and their previous collaborations.

[46]
Research team rec-
ommendation

CB
describes an AI-based recommender system, named ULTRA, to as-
semble teams of experts to meet the requirements extracted using NLP
techniques from calls for proposals.

[47]
Research team rec-
ommendation

CB
proposes a recommender based on LANT architecture that comprises
unsupervised transfer learning and neural team recommendation.
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formation process in response to calls for proposals from funding entities. This rec-
ommender system employs NLP techniques to extract the required technical skills from
proposal calls and then identifies potential team members by investigating their matching
calls using specialized techniques (e.g., the SPECTER representation learning method
derived from BERT). Finally, the team suggestions are filtered based on business con-
straints. Another approach worth mentioning was reported by Kaw et al. [47] who rec-
ommend expert teams based on the LANT architecture. Their technique incorporates
transfer learning and neural team recommendation based on Deep Graph Infomax for
vector representations of skills on graph-structured data.

From the above analysis, the following conclusions are worth mentioning: (a) all the
mentioned works employ text-mining approaches to investigate the scientific publication
corpora, such NLP techniques showing promising results; (b) the research in the field is
still in its infancy, failing to provide integrated recommender frameworks to adequately
help scholars when starting and conducting their research; and, (c) the existing research
is limited and fragmented, being directed toward only four objectives (i.e., proposing
customized scientific content, suggesting citations to accompany a research theme, dis-
covering research hotspots based on trend analysis, and assembling research teams) while
neglecting important issues like identifying viable and timely research themes or cross-
domain knowledge transfers.

Table 2.1 summarizes the main works on recommender systems for aiding research-
related activities.

In our perspective, an integrated human-in-the-loop recommender system to help re-
searchers discover and frame new customized research themes and aid them to start work-
ing on these topics may accelerate the research process and offer an increased level of ob-
jectivity. In our case, the need for a human expert to supervise the research theme framing
and selection and its related activities (i.e., finding appropriate cross-domain knowledge
transfers, identifying the initial bibliography to start with; and research team formation)
is driven by two reasons. The first one is given by the lack of data to train machine
learning or artificial intelligence models since recommendations need to be customized
for a researcher or a research team which rarely does this activity, while the second one
is related to the need to improve the precision and relevance of the recommendations.



Chapter 3

Overview of the
Multi-Recommender System

This chapter presents a modular human-in-the-loop recom-
mendation system architecture meant to guide the research ac-
tivities toward discovering and exploring new and promising
research themes. The resulting suggestions exploit the insights
emerging from bibliographic information about scientific pub-
lications. The chapter encapsulates the multi-recommender
framework presented in [11].

Finding a relevant, timely and feasible research theme is, especially for mature do-
mains, a challenging task. In recent years, the quantity of published scientific information
has significantly increased. This fact has made the relevant information extraction and
identification of current trends within the domain even harder. Moreover, the large vol-
ume of information further complicates the discovery of the research gaps that can be
exploited both within a field of study, or through cross-disciplinary research. Another
issue to consider is the configuration of the team to fulfill the research theme based on
individuals’ technical expertise and collaborative traits, especially when the topic is com-
plex and involves cross-disciplinary research.

In order to overcome these challenges, we propose a data-driven semi-automated
methodology, implemented as a human-in-the-loop multi-recommender system, to aid
hot research problem framing and addressing. This framework is based on a sequence of
natural language processing techniques (e.g., topic modeling, document clustering, and
keyword extraction) applied to relevant datasets of publication bibliographic metadata.
To devise the methodology, we start by investigating the state-of-the-art recommender
systems for assisting research-related activities, and then, by analyzing the knowledge
development flow for a selected scientific domain, we provide a strong basis for the
rationale behind the framework design.
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3.1 Knowledge Development Process for a Research Domain

As a systematic procedure, research can be characterized as a complex process of explor-
ing existing knowledge sources and materials to establish facts and reach new develop-
ments [48]. The newly obtained research results are rooted in either reusing, linking and
combining parts of the existing body of knowledge or, more rarely, in purely creative pro-
cesses (e.g., sudden insights), where new knowledge is framed (which apparently comes
from nowhere).

In order to describe the way a knowledge repository for a particular research domain
is established and developed in time, Figure 3.1 summarizes the entire process and its
related knowledge flows.

Figure 3.1: Knowledge development for a specific field [11]

Let us consider a domain that we are interested in. The central component, which
collects all the results provided by the research and development process in this specific
field, is the knowledge repository related to that field. It encompasses the full body
of knowledge gained throughout time, including theories, methodologies, datasets, case
studies, experiments, and scientific literature. There is a variety of ways in which, in our
view, this domain repository may be enlarged [11]:

(a) in-domain research,

(b) knowledge transferred from other domains,

(c) inter-, trans- and multi-domain research, and

(d) pure-new knowledge coming from sudden insights.

In the case of in-domain research, we deal with incremental research, the needed
knowledge being already available within the domain under investigation. This is why it
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focuses on combining, linking and reusing in a new fashion the already existing ideas in
order to obtain novel research results.

Another possibility to augment the body of knowledge in the scientific area under
investigation is to customize and transfer knowledge from other fields. Of all the existing
fields, the fastest results for new research ideas can be arguably achieved by transfer-
ring knowledge from related fields, having conceptually similar topics, algorithms and
methods. Important contributions may also come from areas that have had an acceler-
ated rising trend in recent years or are anticipated by the scientific literature to be peak
domains in the near future, i.e., emergent domains.

When we consider a collaboration between researchers from several fields, we talk
about cross-disciplinary research, which includes multi-, inter-, or trans-disciplinary types
of research, where parts of the results may enhance the knowledge repository of the do-
main under investigation [49]. The last way we consider enriching the repository is rep-
resented by innovative knowledge that apparently emerged from nowhere, i.e., sudden
insight [50].

In the context of providing new research theme framings, in this thesis, we rely only
on information that can be obtained either directly from the same field or by transferring
knowledge from similar or emerging domains. These tracks are marked in Figure 3.1
with solid black lines.

The next section presents an overview of the proposed framework, developed to ac-
celerate the research theme framing and addressing process.

3.2 Modular Recommender System Architecture

Our methodology aims towards automating the entire process that precedes the scien-
tific research, and starts with framing new hot and feasible research themes, continues
with recommending the relevant scientific literature and ends with team formation. The
proposed approach is defined by a semi-supervised procedure, as in some places the hu-
man expert, i.e., the researcher, intervenes to channel the process according to her/his
expectations and expertise.

The input of this complex recommending procedure is represented by a rich dataset
containing scientific paper metadata (i.e., bibliographic records containing publication-
related information including author names and affiliations, titles, keywords, and ab-
stracts) for top-tier publications which may effectively summarize the research in the
field and related or emerging domains, and may also track the publication profiles of
researchers. In order to acquire the needed dataset we may extract records from influ-
ential bibliometric databases like Clarivate Web of Science, Scopus, PubMed or IEEE
Xplore. For our case studies and experiments, since we direct our attention toward re-
search themes from information technology and electric and electronic engineering fields,
we selected IEEE Xplore as the bibliometric data source.
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Figure 3.2: Multi-recommender system architecture [11]

Our proposed multi-recommender system framework is made up of four recom-
mender modules that may act either interconnected as in Figure 3.2 or as standalone
recommenders:

I. Research theme recommender,

II. Cross-domain knowledge transfer recommender,

III. Scientific literature recommender, and

IV. Research team recommender.

Research theme recommender. This human-in-the-loop recommender aims to pro-
vide a list of hot and feasible research themes by investigating the state of research in
the domain and by judging the opportunity and viability of the themes by conducting
trend and statistical analysis. In this context, a collection of relevant publication meta-
data is used to identify an extensive list of domain-specific terms, to discover the existing
research gaps inside the domain, and also to assess the timeliness and achievability to
investigate the scientific questions that lie behind these research gaps.
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Cross-domain knowledge transfer recommender. This recommender is meant to
identify possible sources for relevant knowledge transfers that may help solve the rec-
ommended research theme. Using document similarity assessment and topic modeling
techniques, we explore the twin and emerging domains to find methods or materials, able
to be related to the research theme, that have already proved their effectiveness.

Scientific literature recommender. In order to help the researchers establish a suit-
able starting point from where the literature review may begin, we direct our search in
two directions: an in-domain exploration to find seminal works regarding the research
theme; and, twin/emerging domain explorations to find relevant papers concerning the
knowledge we intend to transfer.

Research team recommender. Analyzing the corpus of paper metadata to extract
insights about the expertise and teamwork skills associated to each of the available re-
searchers, a set of teams that may carry out the specified research theme is proposed by
solving a complex and multi-objective team formation optimization problem.

At the end of our proposed recommendation process, a list of hot and feasible re-
search themes, accompanied by knowledge transfer opportunities, scientific bibliography
proposals, and research team recommendations, is provided.

In the following chapters, three of the recommender modules, namely research theme
recommender, cross-domain knowledge transfer recommender, and research team rec-
ommender, are detailed and validated based on several case studies and experiments.
As concerning the scientific literature recommender module, a series of such systems
have already been proposed [51, 52], but none of them can appropriately cope with real-
life situations that require particular customization to researchers’ expertise, dynamism
and granularity of the scientific domain, or, the existent/nonexistent highly influential re-
searchers across the field under investigation. In this context, we consider that carefully
tailored search queries to customize the bibliographical database search Application Pro-
gramming Interfaces (APIs) are, at this stage, an adequate answer. While knowing that
the development of a more effective scientific paper recommender module would be ben-
eficial but difficult to perform, we leave it as a promising and important future work.
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Chapter 4

Data Acquisition and Preprocessing

Bibliographic records are a valuable source of insights regard-
ing the evolution and state of the art of scientific domains. This
chapter presents two preliminary steps, namely automatic data
acquisition and key term extraction, in the endeavor to obtain
meaningful information from raw bibliographic metadata be-
longing to journal and/or conference scientific papers. Part of
the results of this chapter was reported in [17] and offered as
a public dataset on Mendeley Data [16].

Framing and addressing new research themes is arguably based on analyzing the state
of the art and trends within an existing, evolving body of knowledge. In this respect, a
comprehensive and reliable source of information is represented by top-tier scientific
journals or conference proceedings that summarize the research status and reveal the
hotspots and development trends. Bibliographic databases1 comprise a plethora of schol-
arly publications along with corresponding impact indices (e.g., number of accessions,
citation counts), being widely recognized as rich and valuable resources of both inno-
vative ideas and insights for the scientific community. By analyzing their collections
of publication-related metadata we may investigate different research facets including
its impact and significance, or also to discover research gaps and decide research priori-
ties. Since almost all bibliographic metadata records encapsulate three data fields that are
intrinsically intended to summarize the corresponding research publication, specifically
title, abstract and keywords, extracting relevant scientific insights occurs almost natu-
rally. This, combined with the fact that such bibliographic information may generally be
accessed through specially designed Application Programming Interfaces (APIs), sets the
premises to develop and implement adequate automated procedures to aid in identifying
and addressing research topics of interest.

1Since influential bibliographic databases are collections of bibliographic records that also include bib-
liometric fields, in this thesis the terms bibliographic and bibliometric are used interchangeably.
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In the next sections, we will present the automatic procedures designed to collect
and preprocess the bibliographic records and also the datasets that were employed in our
experiments. If needed, more specific details regarding the datasets’ preparation will be
given in the preamble of each of the case studies described in the next three chapters.

4.1 Bibliographic Records Acquisition

Bibliographic databases are structured digital repositories holding bibliographic records
that precisely represent and describe the publications. Such formatted records contain
specific fields (i.e., entities) that are meant to help users identify and search for library
resources and may also provide additional information to summarize their content (e.g.,
keywords and abstracts). In the case of influential databases, pure bibliographic informa-
tion is enhanced with bibliometric fields to reveal the publication impact (e.g., citation
or download counts). In this particular instance, the terms bibliographic and bibliometric
are used interchangeably.

Automatic acquisition of such bibliographic records is generally done using the na-
tive API functions offered by all the prominent scientific databases including PubMed,
Scopus, Clarivate Web of Science, Google Scholar, or IEEE Xplore, and consists of gath-
ering the metadata corresponding to each publication. A journal paper metadata example,
acquired using the IEEE Xplore API, is presented in Figure 4.1. In this respect, for each
publication, a set of specific fields may be acquired, including title, keywords, abstract,
publication date, and authors. The set of bibliographic fields that, in our perspective, are
suitable to be used in configuring and fulfilling research-related activities are listed in
Table 4.1.

Since the case studies and experiments that accompany this thesis are directed toward
the electric, electronic, and computer engineering fields, we selected the IEEE Xplore
scientific database as the source of bibliometric data. To automatically extract data from
this database, the following three steps were pursued:

i) obtain an API access key from IEEE;
ii) install the Software Development Kit (SDK); and

iii) build a Python data acquisition program.

Thus, for every considered journal or conference proceedings, a Comma-Separated Val-
ues (CSV) file is provided. In these CSV files, for each scientific paper, the following
corresponding attributes are retained: title, keywords, abstract, authors, affiliations, digi-
tal object identifier, publication title, publication year, citing paper count, and download
count.
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< a r t i c l e >
<doi > 1 0 . 1 1 0 9 /ACCESS. 2 0 2 3 . 3 2 4 7 5 8 8 < / doi >
< t i t l e > I d e n t i f y i n g Hot I n f o r m a t i o n S e c u r i t y To p ic s Using LDA and

M u l t i v a r i a t e Mann− K e n d a l l Tes t < / t i t l e >
< p u b l i s h e r >IEEE </ p u b l i s h e r >
< i s s n >2169 −3536 </ i s s n >
<rank >3 </ rank >
<volume >11 </ volume >
< a u t h o r s >

< a u t h o r >
< a f f i l i a t i o n >Computer and I n f o r m a t i o n Technology Depar tment ,

P o l i t e h n i c a U n i v e r s i t y o f T imi soa ra , T imi soa ra , Romania < /
a f f i l i a t i o n >

< a u t h o r U r l > h t t p s : / / i e e e x p l o r e . i e e e . o rg / a u t h o r /37087077864 </
a u t h o r U r l >

<id >37087077864 </ id >
< fu l l_name > C h r i s t i a n − D a n i e l Cur iac < / fu l l _name >
< a u t h o r _ o r d e r >1 </ a u t h o r _ o r d e r >
< a u t h o r A f f i l i a t i o n s >

< a u t h o r A f f i l i a t i o n >Computer and I n f o r m a t i o n Technology Depar tment ,
P o l i t e h n i c a U n i v e r s i t y o f T imisoa ra , T imi soa ra , Romania < /

a u t h o r A f f i l i a t i o n >
</ a u t h o r A f f i l i a t i o n s >

</ a u t h o r >
< a u t h o r >

< a f f i l i a t i o n >Computer and I n f o r m a t i o n Technology Depar tment ,
P o l i t e h n i c a U n i v e r s i t y o f T imi soa ra , T imi soa ra , Romania < /
a f f i l i a t i o n >

< a u t h o r U r l > h t t p s : / / i e e e x p l o r e . i e e e . o rg / a u t h o r /37299909400 </
a u t h o r U r l >

<id >37299909400 </ id >
< fu l l_name >Mihai V. Micea < / fu l l_name >
< a u t h o r _ o r d e r >2 </ a u t h o r _ o r d e r >
< a u t h o r A f f i l i a t i o n s >

< a u t h o r A f f i l i a t i o n >Computer and I n f o r m a t i o n Technology Depar tment ,
P o l i t e h n i c a U n i v e r s i t y o f T imisoa ra , T imi soa ra , Romania < /

a u t h o r A f f i l i a t i o n >
</ a u t h o r A f f i l i a t i o n s >

</ a u t h o r >
</ a u t h o r s >
< accessType >open − a c c e s s < / accessType >
< c o n t e n t _ t y p e > J o u r n a l s < / c o n t e n t _ t y p e >
< a b s t r a c t > D i s c o v e r i n g p r o m i s i n g r e s e a r c h themes i n a s c i e n t i f i c

domain by e v a l u a t i n g s e m a n t i c i n f o r m a t i o n e x t r a c t e d from
b i b l i o m e t r i c d a t a b a s e s r e p r e s e n t s a c h a l l e n g i n g t a s k f o r N a t u r a l
Language P r o c e s s i n g (NLP) . While e x i s t i n g NLP methods g e n e r a l l y
c h a r a c t e r i z e t h e r e s e a r c h t o p i c s u s i n g u n i que key terms , we t a k e
a s t e p f u r t h e r by more a c c u r a t e l y model ing t h e r e s e a r c h themes as

f i n i t e s e t s o f key t e r m s . The p r o p o s e d a p p r o a c h i n v o l v e s two

Figure 4.1: Paper metadata record from IEEE Xplore
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s t a g e s : i d e n t i f y i n g t h e r e s e a r c h themes from p a p e r m e t a d a t a
u s i n g LDA t o p i c model ing ; and , e v a l u a t i o n o f r e s e a r c h theme
t r e n d s by employing a v e r s i o n o f t h e Mann− K e n d a l l t e s t t h a t i s
a b l e t o cope wi th m u l t i v a r i a t e t ime s e r i e s o f te rm o c c u r r e n c e s .
The r e s u l t s o b t a i n e d by a p p l y i n g t h i s g e n e r a l methodology t o
I n f o r m a t i o n S e c u r i t y domain c o n f i r m i t s v i a b i l i t y .

</ a b s t r a c t >
< a r t i c l e _ n u m b e r >10049568 </ a r t i c l e _ n u m b e r >
< p d f _ u r l > h t t p s : / / i e e e x p l o r e . i e e e . o rg / s tamp / s tamp . j s p ? t p=&arnumber

=10049568 </ p d f _ u r l >
< h t m l _ u r l >

h t t p s : / / i e e e x p l o r e . i e e e . o rg / document / 1 0 0 4 9 5 6 8 /
</ h t m l _ u r l >
< a b s t r a c t _ u r l >

h t t p s : / / i e e e x p l o r e . i e e e . o rg / document / 1 0 0 4 9 5 6 8 /
</ a b s t r a c t _ u r l >
< p u b l i c a t i o n _ t i t l e >IEEE Access < / p u b l i c a t i o n _ t i t l e >
< p u b l i c a t i o n _ n u m b e r >6287639 </ p u b l i c a t i o n _ n u m b e r >
<is_number >10005208 </ is_number >
< p u b l i c a t i o n _ y e a r >2023 </ p u b l i c a t i o n _ y e a r >
< p u b l i c a t i o n _ d a t e >2023 </ p u b l i c a t i o n _ d a t e >
< s t a r t _ p a g e >18374 </ s t a r t _ p a g e >
<end_page >18384 </ end_page >
< c i t i n g _ p a p e r _ c o u n t >0 </ c i t i n g _ p a p e r _ c o u n t >
< c i t i n g _ p a t e n t _ c o u n t >0 </ c i t i n g _ p a t e n t _ c o u n t >
<download_count >117 </ download_count >
< i n s e r t _ d a t e >20230222 </ i n s e r t _ d a t e >
< i n d e x _ t e r m s >

< i e e e _ t e r m s >
<term >Market r e s e a r c h < / term >
<term > B i b l i o m e t r i c s < / term >
<term > N a t u r a l l a n g u a g e p r o c e s s i n g < / term >
<term > Databases < / term >
<term >Data mining < / term >
<term >Time s e r i e s a n a l y s i s < / term >
<term > I n f o r m a t i o n s e c u r i t y < / term >
<term > Metadata < / term >

</ i e e e _ t e r m s >
< a u t h o r _ t e r m s >

<terms >LDA t o p i c model ing < / te rms >
<terms > m u l t i v a r i a t e Mann− K e n d a l l t e s t < / te rms >
<terms > n a t u r a l l a n g u a g e p r o c e s s i n g < / te rms >
<terms > p a p e r metada ta < / te rms >
<terms > r e s e a r c h theme </ te rms >
<terms > r e s e a r c h t r e n d < / te rms >

</ a u t h o r _ t e r m s >
</ i n d e x _ t e r m s >

</ a r t i c l e >

Figure 4.1: Paper metadata record from IEEE Xplore (continued)
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Table 4.1: Metadata fields used in research-related activities [11]

Publication Metadata Field pu
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n
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tr

en
d

an
al

ys
is

re
se
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en
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ca
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n
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st
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re

se
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se
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se
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ch

to
pi
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fr

am
in

g

bi
bl

io
gr
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hy

re
co

m
m

en
da

tio
n

publication ID – – – ✓ ✓ ✓
access (e.g., open, close, unavailable) – – – – – ✓
publication type (e.g., article, review) – – – – – ✓
title ✓ ✓ ✓ ✓ ✓ ✓
keywords ✓ ✓ ✓ ✓ ✓ ✓
abstract ✓ ✓ ✓ ✓ ✓ ✓
author ID – – – ✓ ✓ ✓
author name – – – ✓ ✓ ✓
author affiliation – – – ✓ – ✓
references – – – – – ✓
year ✓ ✓ ✓ ✓ ✓ ✓
citation count – ✓ – ✓ ✓ ✓
citing patent count – ✓ – ✓ ✓ ✓
download count – ✓ – ✓ ✓ ✓

4.2 Bibliographic Metadata Preprocessing

To obtain a list of relevant key terms to describe the content of each publication, collected
data fields that summarize the publication content (i.e., title, keywords, and, abstract) are
preprocessed by following the methodology described in Figure 4.2. The procedure be-
gins with a data cleansing stage aimed at filtering out all irrelevant records of the acquired
bibliographic dataset. These entries can be easily removed by locating empty author, ab-
stract, or keywords fields. They often relate to lists of authors, reviewers, or editors,
tables of contents, errata, or indexes.
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Figure 4.2: Data cleansing and key term extraction [14]

For each scientific publication, the associated bibliographic record generally includes
three fields that are assumed and configured by the authors and that indubitably encapsu-
late the quintessence of their publication: title, keywords and abstract. As a direct conse-
quence, employing these condensed forms of the publication in summarizing its content
is, from our point of view, a justified decision. Thus, we formed a textual sequence, that
we named consolidated abstract, by concatenating title, keywords and abstract fields.

In our view, there are two possibilities to further process the compound abstracts in
order to extract relevant and meaningful terms to encapsulate the content of the paper:
the classic bag-of-words model approach and the bag-of-entities model approach. These
two approaches are briefly presented in the following.

The first option to process compound abstracts is the standard bag-of-words related
procedure [53], which is based on the following four steps:

1. Tokenization – process of breaking text documents into simple units called tokens.

2. Forming of n-grams – building of tokens consisting of n consecutive words (e.g.,
"machine learning", "integrated circuit", "system on a chip"). n-grams have a spe-
cific meaning as a sequence of words rather than separate words. The major draw-
back here is given by the fact that in order to automatically build n-grams, the
sequence of n consecutive words must occur at least twice in the text document.
This was not the case in our scenario, because usually the same sequences were
not used several times in a short text, such as our compound abstract.
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3. Data cleaning and stop words removal – elimination of most common words in
a language (e.g., "the", "a", "an", "in", etc.) that help in formation of sentences,
but do not provide any significance in language processing. Here, we also need to
include the list of insignificant words to the domain (e.g., "paper", "conclusion",
"approach", etc.) provided by the user.

4. Lemmatization – it considers the morphological analysis of the tokens and returns
meaningful words in a dictionary form.

The second possibility is to use a bag-of-entities model approach [54] that employs an
entity linking method to extract meaningful representations, named mentions, from texts
by relating them with entities from a knowledge base [55]. In this respect, one of the most
popular entity linking software tool is TagMe [56], presented in detail in the following
subsection, which provides the list of mentions from a given text that are also included
as links in Wikipedia. Thus, a filtering of non-essential terms (e.g., removal of stop
words) and non-specific terms to the domain is automatically performed. This process
is conditioned only by the choice of a single parameter, namely the link-probability (lp)
and in our case is able to provide a processed abstract in the form of a text document,
where the mentions are separated by spaces and the words within n-gram mentions are
separated by underscore characters.

We chose to process the compound abstracts using an entity linking procedure based
on TagMe due to the following reasons: (a) the obtained list of relevant terms is more
consistent with the investigated scientific domain in the case of TagMe; (b) the formation
of n-gram terms is implicit and automatically done when using TagMe (i.e., compound
words and sequences of terms that appear together in Wikipedia are automatically re-
trieved) compared to the difficulty of generating n-grams from relatively short texts in
the case of bag-of-words based approaches; (c) the entire process can be conducted in a
simple manner by choosing a single parameter, namely lp, in the case of TagMe, while for
the bag-of-words approach the need for user intervention in configuring the stop words
set for data cleaning is tedious and time-consuming.

Our data preprocessing procedure also allows the user to force terms (e.g., brand-
new terms that are not yet covered in Wikipedia or terms that were previously dropped by
choosing an inadequate value of the threshold lp for TagMe) to be evaluated and included.
For this, each compound abstract is once again parsed to detect the user-enforced terms
within it, and all identified enforced terms are then added at the end of the processed
abstract.

4.2.1 TagMe Method and Its Parameter Selection

Finding relevant information within documents is a fundamental task in Natural Lan-
guage Processing. In the past, information retrieval from text documents has been pre-
dominantly formalized as a problem of identifying the most relevant terms in the doc-
ument [57]. In the last decade this trend is gradually switching towards understanding
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the documents through named-entities [58] provided by entity linking techniques. The
Named-Entity Linking (NEL), also referred to as Named-Entity Recognition and Dis-
ambiguation (NERD), is a class of NLP methods that are aimed to discover the word
sequences of interest (i.e., named-entities or mentions) by linking them to entities from a
given knowledge base, e.g., Wikipedia.

NEL techniques are generally performed in two stages: (i) named-entity recognition
phase, where the word sequences that might refer to an entity from the knowledge base
are identified within the text documents; and, (ii) named-entity disambiguation phase,
where each recognized word sequence is linked to a unique entity from the knowledge
base.

Over the recent years, a series of NEL approaches have been proposed, including
DBpedia Spotlight, AIDA, WikiMiner or Babelfy [59]. Among these, TagMe is consid-
ered one of the most influential ones, especially for on-the-fly annotating of short texts
[56] and for its ease of integration within NLP frameworks using the provided RESTful
API. TagMe is implemented as a three-step pipeline as follows [56, 60].

Parsing. After tokenization of the input document, TagMe performs mention recog-
nition for all n-grams of the document (n ≤ 6) using a dictionary built by collecting
entities from anchor texts of Wikipedia articles, Wikipedia page titles, and title variants,
and redirect pages. The obtained mentions are filtered by applying a lower threshold
upon the link probability lp defined as:

lp(m) =
link(m)

freq(m)
, (4.1)

where m represents the mention under investigation, link(m) denotes the number of
mention’s occurrences as a link in Wikipedia, while freq(m) represents the number of
mention’s occurrences in Wikipedia either as a link or not. It is worth mentioning that
an n-gram which is already contained in a longer and also with higher link probability
n-gram, is discarded. At the end of this step, a set of pairs made out of a mention and its
corresponding candidate entity is obtained.

Disambiguation. Entity disambiguation process is performed based on a voting
scheme, where the score rel(m, e) for each mention-entity pair (m, e) is obtained by
summing the votes vote(m′, e) provided by candidate entities of all the other m′ men-
tions:

rel(m, e) =
∑

m′∈M\{m}

vote(m′, e), (4.2)

where M is the set of all identified mentions. The votes given by candidate entities can
be computed using the following formula:

vote(m′, e) =

∑
e′∈E(m′) relatedness(e, e

′) · commonness(m′, e′)

|E(m′)|
. (4.3)
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In equation (4.3), E(m′) is the set of mentions m′ that are involved in the voting
process.

The relatedness is a measure of the semantic relationship between two entities [61]
and is given by:

relatedness(e, e′) =
log(max(|in(e)| , |in(e′)|))− log(|in(e) ∩ in(e′)|)

log(|E|)− log(min(|in(e)| , |in(e′)|))
, (4.4)

where in(e) denotes the set of entities linked to entity e and |E| is the number of entities.
The commonness represents the probability of an entity e′ being linked with of a

given mention m′ [62]:

commonness(m′, e′) =
link(m′, e′)

link(m′)
. (4.5)

In equation (4.5), link(m′, e′) denotes the number of times entity e′ is the link target
for m′ and link(m′) represents the total number of times the mention m′ appears as a
link.

Once the scores of all candidate entities are computed using equation (4.2), TagMe
selects the best entity for each mentionm in a two-phase procedure: (i) a list of candidate
entities having a score equal or close to the best rel(m, e) value is formed; (ii) the entity
e having the highest commonness(m, e) score within the list is selected as the winner
entity. Thus, at the end of the entity disambiguation step, each mention from the input
text is linked with the most pertinent unique entity.

Pruning. This step filters out all meaningless mentions based on a pruning score
ρ obtained as an average between link probability lp provided by equation (4.1) and a
coherence score defined as the average relatedness between the candidate entity and all
other identified entities:

ρ(m) =
1

2
(lp(m) + coherence(m)) (4.6)

with
coherence(m) =

1

|E(T )| − 1

∑
e′∈E(T )\{e}

vote(m′, e), (4.7)

where E(T ) is the set of distinct mentions from the input text T , |E(T )| represents the
cardinality of this set, and e is the target entity for m. The final set of mentions includes
only the mentions for which ρ > ρNA, where ρNA is a user-specified threshold that
allows a balance between recall and precision and has a nominal value of 0.2.

To exemplify how TagMe works, we employ the TagMe RESTful API to obtain the
list of mentions for two threshold values for lp, namely 0 (i.e., no threshold applied) and
0.1, for the following sentence extracted from Electronic Design Automation - Wikipedia
page [63]:
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"Electronic design automation is a category of software tools for designing electronic
systems such as integrated circuits and printed circuit boards."

The list of obtained mentions in the two cases is presented below.

List of extracted mentions and their link probabilities lp (threshold lp = 0)
E l e c t r o n i c d e s i g n a u t o m a t i o n [ 0 , 2 8 ] l p =1 .0
c a t e g o r y [ 3 4 , 4 2 ] l p =0.015567442402243614
s o f t w a r e [ 4 6 , 5 4 ] l p =0.06506886333227158
s o f t w a r e t o o l s [ 4 6 , 6 0 ] l p =0.023204419761896133
d e s i g n i n g [ 6 5 , 7 4 ] l p =0.0019603450782597065
e l e c t r o n i c s y s t e m s [ 7 5 , 9 3 ] l p =0.008771929889917374
i n t e g r a t e d c i r c u i t s [ 1 0 2 , 1 2 1 ] l p =0.20196352899074554
p r i n t e d c i r c u i t b o a r d s [ 1 2 6 , 1 4 8 ] l p =0.16010499000549316

List of extracted mentions and their link probabilities lp (threshold lp = 0.1)
E l e c t r o n i c d e s i g n a u t o m a t i o n [ 0 , 2 8 ] l p =1 .0
i n t e g r a t e d c i r c u i t s [ 1 0 2 , 1 2 1 ] l p =0.20196352899074554
p r i n t e d c i r c u i t b o a r d s [ 1 2 6 , 1 4 8 ] l p =0.16010499000549316

As we may notice, TagMe is able to extract relevant word sequences (i.e., mentions)
from a short text, this being a viable starting point for other NLP methods that we applied,
including document clustering or topic modeling. It also offers a better alternative to text
preprocessing procedures based on the bag-of-words model not only by employing its
inherent semantic analysis but also by its ease of use, the link probability lp threshold
being the only parameter that needs to be selected.

In the following, our practical procedure for selecting a proper lp value is described.
The link probability basically represents a threshold aimed at dropping the less relevant
mentions within a given text. If the user wants to include in his analysis all the terms
from the original text that are mentioned in Wikipedia, then lp = 0, while a higher value
for lp may discard some relevant terms. In order to find a reasonable compromise, the
user must choose a set of relevant terms from the scientific domain under investigation
and evaluate each of them with TagMe to obtain their corresponding lp score. Finally, the
user may select an lp value that is less than or equal to the lowest obtained lp. Table 4.2
shows an example of how to select a proper lp value in the case of the EDA domain.

Since the user’s goal was not to exclude any of the essential terms of the domain
from the processed texts, the value of lp in this case must be chosen so that lp ≤
lp(′optimization′) = 0.10528.
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Table 4.2: Selection of the lp threshold for EDA domain

Term lp-score

Logic gates 0.14468
Integrated circuit 1.00000
Optimization 0.10528
FPGA 0.92440
Transistor 0.54157
CMOS 0.60634
System-on-Chip 0.34883

4.3 Datasets

4.3.1 Dataset Used for the Information Security Domain

To adequately describe the state of the Information Security domain during the 2010-
2022 interval, we considered a prominent conference in the field, namely IEEE Sym-
posium on Security and Privacy (A-ranked conference) held annually in the USA since
1980, and two top-tier journals: IEEE Transactions on Information Forensics and Secu-
rity (6.8 IF in 2022) published since March 2006, and, IEEE Security & Privacy (1.9 IF
in 2022) published since 2003.

The initial corpus collected in November 2022, contains 12374 bibliographic records
as follows: 5264 from IEEE Symposium on Security and Privacy, 4166 from IEEE Trans-
actions on Information Forensics and Security, and 2944 from IEEE Security & Privacy.

Following the paper metadata preprocessing described in Figure 4.2, the set of pro-
cessed abstracts was obtained using lp = 0.1 for the TagMe entity linking procedure.

4.3.2 Dataset Used to Model IEEE Domains and Emerging Domains

To analyze and model the subdomains within the IEEE broad field, in November 2021
we collected a corpus of journal paper metadata for the interval 2010-2020, using the
IEEE Xplore API. For this, we selected the representative journals for all IEEE societies
and councils based on their impact factors extracted from Clarivate’s Journal Citation
Reports, and their first publication dates. These flagship journals are listed in Table 4.3.
For example, to evaluate the state of the Electronic Design Automation (EDA) domain,
we considered the flagship journal published by the IEEE Council on Electronic Design
Automation in association with the IEEE Circuits and Systems Society, namely the IEEE
Transactions on Computer-Aided Design of Integrated Circuits and Systems (TCAD)
(2.9 IF in 2022) published since 1982. It is worth mentioning that the IEEE Product
Safety Engineering Society does not publish any journal of its own.
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Aside from the information about the scientific papers belonging to the flagship jour-
nals, we additionally collected bibliographic records for articles corresponding to the
IEEE Internet of Things Journal (JIOT) to characterize the emergent Internet of Things
domain.

In the case of each journal, we created a CSV file where we stored a set of biblio-
graphic record fields (i.e., title, abstract, keywords, authors, publication date, and digital
object identifier) for each article, and also the processed abstracts obtained by applying
the TagMe procedure using lp = 0.1 to the concatenated title, keywords, and abstract
fields.

4.3.3 Dataset Used for Research Team Formation

The raw bibliographic metadata corpus, including the fields ’authors’, ’title’, ’keywords’,
’abstract’, ’content type’, ’citing paper count’, ’download count’, ’citing patent count’,
’index terms’, ’doi’, and ’publication year’, was extracted from IEEE Xplore on July 4,
2023. The records correspond to publications from the interval 2010 to 2022, having
at least one author affiliated with Politehnica University Timisoara (UPT) – Romania.
The corpus is made of 1992 records belonging to 1179 authors, anonymized to meet the
regulations regarding data protection and privacy. The time distribution of the number
of publications is displayed in Figure 4.3, while the total number of unique authors each
year is displayed in Figure 4.4. In order to extract the key terms from ’title’, ’abstract’
and ’keywords’ metadata fields, we used the TagMe entity linking procedure with a link
probability threshold lp = 0.1.

To assess the use of bibliographic metadata for research team formation we provided
information regarding researchers’ expertise in the Electrical and Electronic Engineering
field, and also information focused on their teamwork skills. The resulting dataset is
structured in four collections, each of them being characterized by the metadata fields
employed in extracting their list of key terms:

• Case_1: 6493 key terms were extracted from ‘title’, ‘keywords’, and ‘abstract’
metadata fields;

• Case_2: 2651 key terms were extracted from ‘title’ and ‘keywords’ metadata fields;

• Case_3: 1844 key terms from ‘title’ metadata fields;

• Case_4: 1254 key terms were extracted from ‘keywords’ fields.

Each of the four collections includes nine CSV tables:

– Individual_Expertise_and_Collaborators.csv - for each anonymized author
it contains the number of authored publications, number of citations, num-
ber of citations in patents, number of downloads, number of distinct co-
authors having the same affiliation, and number of distinct co-authors hav-
ing other affiliations;
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– Collaborations_number.csv - a symmetric matrix that provides for each
pair of researchers the corresponding number of co-authored papers.

– Collaborations_citations.csv - a symmetric matrix that provides for each
pair of researchers the corresponding number of citations received by co-
authored papers.

– Collaborations_citations_patent.csv - a symmetric matrix that provides for
each pair of researchers the corresponding number of citations received by
co-authored papers in patents.

– Collaborations_downloads.csv - a symmetric matrix that provides for each
pair of researchers the corresponding number of downloads received by
co-authored papers.

– KeyTerms_number.csv - offers the number of papers published by each
author containing the identified key terms.

– KeyTerms_citations.csv - offers the number of citations received by au-
thor’s papers that contain the identified key terms.

– KeyTerms_citations_patents.csv - offers the number of citations in patents
received by author’s papers that contain the identified key terms.

– KeyTerms_downloads.csv - offers the number of downloads received by
author’s papers that contain the identified key terms.

To provide a bird’s eye view above the existing collaborations inside Politehica Uni-
versity, we constructed the collaborative graph using Collaborations_number.csv table
and presented it in Figure 4.5. As we may notice the graph is extremely sparse, indicat-
ing that the research work is done in small and isolated teams.

The full dataset is hosted in the Mendeley Data repository [16], details being also
presented in our journal data paper [17].

https://data.mendeley.com/datasets/r4vrvhb23h/1
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Figure 4.5: Collaborative graph for UPT scholars [17]
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Chapter 5

Research Theme Recommender

Discovering realistic and suitable research themes to work on
is a crucial activity for every researcher. This chapter provides
a human-in-the-loop recommender module aimed to identify
research themes from publication metadata and evaluate their
hotness and feasibility. The chapter encapsulates the methods
and results presented in our papers [12, 13, 14, 15].

5.1 Preliminaries and Related Work

Like all other types of projects, research themes have their own life cycle. Every now
and then researchers must choose new projects to work on for a variety of reasons, which
may be either related to the current research theme (e.g., the research question has al-
ready been answered; no outstanding outcomes are expected; investigation comes to an
end because of a shortage of human, material, or financial resources, as well as a lack of
novel ideas, etc.) or to the recent evolution of scientific knowledge (e.g., development of
brand new methods, theories, or technologies). In this respect, framing new and feasible
research themes is neither an easy nor quick-to-achieve endeavor since it has to be corre-
lated with the latest research trends and recent developments in the field and moreover,
to meet the researchers’ expectations, interests and existing expertise.

Identifying novel research subjects within a specific scientific domain by analyzing
the semantic information retrieved from bibliographic databases is a challenging Natu-
ral Language Processing (NLP) issue. While previous NLP approaches mainly model
research subjects using unique key terms, we go one step further by appropriately char-
acterizing research themes as sets of key terms. Our proposed approach consists of three
steps: (i) employing LDA topic modeling to identify research themes from paper meta-
data; (ii) assessing research theme opportunity using a modified Mann-Kendall test that
can handle multivariate time series of key term occurrences; and, (iii) assessing research
theme viability using a statistical double-threshold technique. Based on the insights en-
capsulated in publication metadata, we propose a semi-automatic Human-in-the-Loop

55
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Recommender System (HLRS) meant to assist researchers in framing promising and
personalized research themes. The experimental results obtained when employing this
recommender prove its effectiveness and feasibility.

Surveying the scientific literature to pinpoint research themes or topics and evalu-
ate their perceived attractiveness and timeliness is an important objective in every sci-
entific domain. While the conventional approach generally relies on expert knowledge
derived from a top-down qualitative analysis of a large corpus of publications, a new
NLP data-driven line of action arises. The latter generally uses the information acquired
from bibliographic databases to reveal the research topics or trends based on the time
analysis of key term occurrence, the temporal or spatial spreading of ideas, the context
and content of citations, etc. Because of their monotonous, menial and repetitive nature,
these quantitative bottom-up procedures are susceptible to be automatized by applying a
two-step methodology [43] that starts with an automated research theme detection phase,
followed by an automated research theme assessment in terms of suitability, opportunity
and significance.

Even though a fully automatic research theme recommendation system remains an
unfulfilled desideratum, some steps toward this goal have already been taken, the scien-
tists proposing diverse methods to address the following challenges: identifying the re-
search topics within scientific domains, research trend forecasting, and research hotspots
detection.

Detecting research topics in scientific publications

A research topic may be defined either as a set of theories, concepts, phenomena, methods
and technologies, or a broad problem area that is worth exploring to augment mankind’s
body of knowledge. To aid in identifying research topics from bibliographic metadata
records, NLP offers a variety of methods which includes document classification [64],
document clustering [65], or author co-citation analysis [66]. In this regard, the topic
modeling-based technique is quickly becoming the norm, with Latent Dirichlet Alloca-
tion (LDA) [67] and its variations being used most frequently in discovering research top-
ics inside scientific literature documents previously processed as bag-of-words [8, 68, 69]
or bag-of-entities [15].

Two aspects must be carefully considered when trying to automate these types of
topic modeling approaches [70]. The first one is related to the number of topics set
to be extracted, this parameter decisively affecting the granularity of results [71]. The
mean number of key terms in a topic will rise when fewer topics are sought, leading to
the identification of wide study fields. Conversely, a sufficiently large number of topics
will output research themes, which are often distinguished by a reduced number of key
terms. While previously reported works were specifically designed to discover broad
research areas within certain scientific fields, our technique will focus on extracting re-
search themes, hence improving the topic granularity. The second aspect is related to the
difficulty in interpreting the resulting topics, namely in transforming the set of key terms
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belonging to a topic into a plausible research theme. From our perspective, a parame-
ter fine-tuning procedure has to be undertaken to devise pertinent research themes with
adequate broadness.

Analyzing the burstiness and the trend of research topics

The last decade has witnessed a tremendous rise in the quest to understand the research
dynamics based on information extracted from scholarly publications. Research trend as-
sessments become extremely important anytime researchers are asking for new scientific
niches to be investigated and are generally grounded in the methodical trend analysis
within key terms or citation time series. As a result, diverse trend analysis techniques
aimed at tracking topic evolution [72], unveiling research hotspots [43], or forecasting
scientific trends [73] have been reported.

Relying the topic trend assessments on citation-based bibliometric indicators is detri-
mentally influenced by the time required for completing the citing research and the pub-
lication latency [12] and, for this reason, is inappropriate for rapidly-evolving fields such
as Artificial Intelligence, Internet of Things, or Quantum Computing. This opens a wide
window for content-based NLP techniques that employ time series analysis for the time
evolution of key-term occurrences inside scientific publications. In this regard, the most
popular trend analysis techniques include the Mann-Kendall trend test, often coupled
with Sen’s slope estimator [74, 43], and time-series regression procedures [69, 70], while
for investigating the topic burstiness, Kleinberg’s burst detection algorithm is frequently
used [75, 76, 43, 77, 78]. All the mentioned techniques were designed to assess research
trends based on univariate time series. Because in our perspective the research themes
may be better characterized using sets of key terms, employing univariate time series is
ineffective; instead, multivariate techniques are required. In our recent paper [15], we
solved this issue by proposing a topic trend assessment mechanism based on a multivari-
ate extension of the Mann-Kendall trend test.

To the best of our knowledge, our suggested technique for finding new research topics
is the first to model the themes using a collection of key terms rather than a single or a pair
of co-occurring key terms. This approach is justified by some notable advantages includ-
ing the increased research theme modeling accuracy, the option to select the granularity
of the research themes to be framed by choosing the number of key terms comprised
by the theme model, and, the significantly improved specificity and interpretability of
resulting research themes. Based on this, we aim to design a complex and modular rec-
ommender system able to aid both research theme framing and their evaluation in terms
of hotness and feasibility, using a human-in-the-loop approach.
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5.2 Methods

This section briefly presents the three methods (i.e., Latent Dirichlet Allocation, auto-
ARIMA, and multivariate Mann-Kendall) representing the foundation upon which our
research theme recommender is built.

5.2.1 Latent Dirichlet Allocation

In NLP, topic modeling is a procedure designed to identify and characterize topics occur-
ring in a document corpus by employing a probabilistic model. It is commonly used as a
text mining technique to discover semantic structures within texts. The most prominent
such technique, namely Latent Dirichlet Allocation (LDA), was originally reported by
Blei et al. [67] and uses an unsupervised generative probabilistic representation of the
likelihood of term co-occurrences for extracting latent topics.

Let us consider a text corpus C containing N documents. LDA provides the set of K
hidden topics associated to C by using a three-step generative process [67]:

1. Pick a symmetric multivariate beta distribution (i.e., Dirichlet distribution) prior,
with β being its concentration parameter, over the φk multinomial term distribution
for topic k (k = 1, 2, ...,K);

2. Pick a symmetric Dirichlet prior, with α being its concentration parameter, over
the θi multinomial topic distribution for document di (i = 1, 2, ..., N );

3. Considering the pair (i, j) as identifying the position of each term wi,j in the doc-
ument corpus (j refers to the location of the term inside the document i), with
i = 1, 2, ..., N , j = 1, 2, ..., Ndi and Ndi being the length of the document di:

• From θi distribution, draw a topic assignment zi,j ;

• From φk distribution, draw a term wi,j .

The mentioned generative probabilistic process is characterized by the joint proba-
bility distribution of the observed and hidden variables:

p(w, z, θ, φ | α, β) = p(φ | β) · p(θ | α) · p(z | θ) · p(w | z, φ). (5.1)

Considering that the draws of position terms wi,j , topics k and documents di are
independently done, the equation (5.1) becomes:

p(w, z, θ, φ | α, β) =
K∏
k=1

p(φk | β) ·
N∏
i=1

p(θi | α) ·
N∏
i=1

Ndi∏
j=1

p(zi,j | θi)·

·
N∏
i=1

Ndi∏
j=1

p(wi,j | zi,j , φi).

(5.2)
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In order to discover the latent topics in the document corpus based on the observed
variables, the posterior distribution of hidden variables is calculated as follows:

p(z, θ, φ | w,α, β) = p(w, z, θ, φ | α, β)
p(w | α, β)

(5.3)

After this, the three variables z, θ, and φ have to be recovered for the considered docu-
ment corpus.

It is worth mentioning that the direct evaluation of the posterior distributions based
on equation (5.3) is usually impracticable due to the normalization term p(w|α, β) which
has the following formula:

p(w | α, β) =
∫
φ
p(φ | β)

∫
θ
p(θ | α)

∫
z
(p(z | θ)p(w | z, φ)) dz dθ dφ. (5.4)

Because of the coupling of the φ and θ variables inside the most right integral (i.e.,
integral over the topic assignment variable z), the equation (5.4) is generally intractable.
This problem may be circumvented by employing approximate or variational inference
techniques such as collapsed Gibbs sampling [79], stochastic variational inference [80],
or Bayesian variational inference [67].

5.2.2 Time-Series ARIMA Model Prediction. Auto-ARIMA Method

In many fields of activity, it is quite a common practice to gather observations over time.
This type of information is usually represented in the form of discrete time series which
are sequences of values Xt characterizing successive points in time t. The time series
analysis is based on suitably chosen mathematical models and is mainly directed towards
two objectives: (a) understanding the underlying factors and mechanisms that charac-
terize the observed data sequence; or, (b) forecasting future observations based on past
ones.

A commonly employed class of models, mainly for non-seasonal time series, is rep-
resented by the Autoregressive Integrated Moving Average (ARIMA) models originating
in the work of Box and Jenkins [81] which extended the classic Autoregressive Moving
Average (ARMA) model to improve the predictive performances in the case of nonsta-
tionary time series [82].

ARMA models [83], specified asARMA(p, q), characterize the stationary stochastic
processes using two polynomials that respectively describe the autoregressive (AR(p))
and moving-average (MA(q)) components:

Xt =

p∑
i=1

φiXt−1 +

q∑
j=1

θiεt−1 + εt + c. (5.5)

Here, p and q are the autoregressive and respectively the moving average orders, φi and
θj are model parameters, εt is a white noise, while c is a constant.
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The model depicted by (5.5) may be reshaped in a more compact form (5.6) by uti-
lizing the lag operator L described by LXt = Xt−1:

φ(L)Xt = θ(L)εt + c. (5.6)

In this case, the two polynomials in L have the following forms:

φ(L) = 1− φ1L− φ2L
2 − · · · − φpL

p (5.7)

and
θ(L) = 1 + θ1L+ θ2L

2 + · · ·+ θqL
q. (5.8)

In practice, ARMA models are utilized only for time-series with statistical properties
that are not changing in time (i.e., stationary time-series) [82]. To cope with nonstation-
ary time series, Box and Jenkins [81] employed a differencing technique to transform
nonstationary into stationary time series. They basically replaced all the observations of
a given time seriesXt with their first difference resulting in a new time series Yt described
by:

Yt = Xt −Xt−1 = (1− L)Xt. (5.9)

By generalizing (5.9), we may formalize the dth differences as:

Yt = (1− L)dXt. (5.10)

Considering (5.10), we may generalize the ARMA model (5.6) into an AutoRegres-
sive Integrated Moving Average (ARIMA) model, denoted as ARIMA(p, d, q) and hav-
ing the following form [82]:

φ(L)(1− L)dXt = θ(L)εt + c, (5.11)

where the d parameter represents the differencing order applied for changing the original
time series into a stationary one.

In the case that the triad (p, d, q) is known, the φi and θj coefficients may effectively
be derived by employing a maximum likelihood parameter estimation technique [84].

The problem of obtaining the most fitted p, d, and q values can be solved by utiliz-
ing the auto-ARIMA method [85]. This simple method varies each of the p, d, and q
ARIMA model orders inside given intervals and uses a goodness-of-fit test to select the
most accurate ARIMA(p, d, q) model. For our Python implementation, we chose as the
goodness-of-fit indicator the Akaike Information Criterion (AIC):

AIC = 2k − 2log(L̂). (5.12)

In this equation, L̂ represents the maximal value of the likelihood function of the ARIMA
model, while k, being the number of estimated parameters, is either k = p + q + 2 for
c ̸= 0 or k = p + q + 1 for c = 0 [85]. The best trade-off between the goodness-of-fit
and simplicity of the model is reached for a minimal AIC value.
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5.2.3 Mutivariate Mann-Kendall Test

The Mann-Kendall (MK) [86, 87] test belongs to the non-parametric statistical techniques
group for trend identification and has progressively become the standard methodology for
assessing monotonic trends in NLP [13, 43]. Its appeal arises from its ability to handle
censored and non-Gaussian data, as well as its ease of use. The next paragraphs provide
a brief description of this method for both univariate and multivariate scenarios.

We consider Xi with i = 1, 2, . . . , N being a time-stamped series of N observations.
The MK test examines the shifts in signs that correspond to the differences between
consecutive Xi data points by evaluating the S-statistic computed with:

S =
N−1∑
k=1

N∑
j=k+1

sgn(Xj −Xk), (5.13)

with sgn(X) being the sign function. Analyzing (5.13) we may observe that a positive
S value describes an ascending time series trend, while a negative S value characterizes
a descending trend.

If a sufficiently large number N of observations (e.g., N ≥ 10) is considered, the
S-statistic has an approximately normal distribution with a zero mean (i.e., E(S) = 0)
and a variance σ2(S) that can be obtained using the following equation:

σ2(S) =
1

18

[
n(n− 1)(2n+ 5)−

M∑
k=1

rk(rk − 1)(2rk + 5)

]
(5.14)

with M being the number of consecutive data points having the same values (i.e., tied
group), while rk being the rank corresponding to the tied group k.

Using equations (5.13) and (5.14), we are able to compute the MK Z-statistic, de-
noted by ZMK , characterized by a zero mean and unit variance:

ZMK =


S+1
σ(S) for S < 0

0 for S = 0
S−1
σ(S) for S > 0

. (5.15)

A positive value for ZMK describes an increasing trend and a negative value is a charac-
teristic of decreasing trends.

The univariate version of the Mann-Kendall test presented above was generalized to
a multivariate MK test by Lettenmaier [88]. His proposed technique combines the trend
information gained from each individual time series into an adapted S-statistics based on
the covariance matrix [89], the trend being evaluated by performing the following steps
[90, 91]:

1. The MK S-statistic is computed separately for each individual time series X using
the equation (5.13).
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2. Based on [89], a covariance matrix, denoted by Γ, is built by computing each of its
Γij elements with the following formula:

ΓXY =
1

3

K + 4
N∑
j=1

RjXRjY −N (N + 1)2

 , (5.16)

where N represents the number of time points in the multivariate time series, X
and Y denote two univariate components of the multivariate time series, while
coefficients K and RjX are computed as follows:

K =
∑

1≤i<j≤N

sgn [(Xj −Xi) (Yj − Yi)] (5.17)

RjX =
1

2

[
N + 1 +

N∑
i=1

sgn (Xj −Xi)

]
(5.18)

3. The Z-statistics of the multivariate time series is obtained using:

Z =

∑d
i=1 Si√∑d

j=1

∑d
i=1 Γij

, (5.19)

where d is the number of univariate components of the multivariate time series, Si
denotes the S-statistic for the ith variate, and Γij is an element of the covariance
matrix previously computed using (5.16).

In our Python implementation, to evaluate the trends, we utilized the multivariate
Mann-Kendall test in the form of multivariate_test() function from the pyMannKendall
package [92].

5.3 Problem Formulation and Solving Strategy

Our proposed semi-automatic research themes recommender system is meant to solve the
following problem:

Problem formulation. Let us consider a given scientific domain D and a document
corpus C made of processed bibliographic data (i.e., processed abstracts) that effectively
characterize the domain. We aim to develop a NLP-based method to discover hot and
feasible research themes within this domain.

We consider that the given scientific domain D can be adequately described by a
finite set of key terms Tq, with q = 1, ..., Q and that each research theme RTr, with
r = 1, ..., R can be modeled by a set of w key terms.
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Solving strategy. After acquiring and preprocessing the bibliographic records corre-
sponding to journals and conferences that are representative for D, we identify the set
of domain-characteristic key terms Tq by analyzing the term frequency in the document
corpus C, discover the domain’s research themes RTr by analyzing and clustering the
semantic information from C and evaluate the trend and feasibility of these themes to
offer valuable research topic recommendations.

Following this strategy, we designed and built a human-in-the-loop recommender
system having the architecture presented in Figure 5.1, including the needed human in-
terventions during execution.
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Figure 5.1: Research themes recommender system architecture

The recommender takes as input an adequately large corpus C of processed abstracts
and provides a list of hot and also feasible research themes that will be subjected to the
user’s critical examination for selecting the best alternative to work on. The corpus C of
processed paper metadata has to meet the following requirements: (i) to completely and,
if possible, uniformly cover the entire domain D, leaving no sub-domain or scientific
area within the domain left aside; (ii) to have a continuous time coverage of the do-
main for at least ten years to effectively identify the research trends; and, (iii) to include
only peer-reviewed scientific materials to certify that the results of published research are
original, logical, significant, and thorough. For this, the user needs to select the domain’s
flagship periodicals (e.g., renowned journals and yearly conferences) based on their rep-
utation and recognition in the scientific community reflected by exceptional bibliometric
indices (e.g., Clarivate’s journal impact factor, Elsevier’s CiteScore). For example, in
the case of investigating the research topics inside the domain of Electronic Design Au-
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tomation, we may consider journals like IEEE Transactions on Computer Aided Design
of Integrated Circuits & Systems (the flagship journal of the IEEE Council on Electronic
Design Automation) and ACM Transactions on Design Automation for Electronic Sys-
tems (flagship of ACM Special Interest Group on Design Automation) and prestigious
yearly conferences like Design Automation (DAC); Design, Automation, Test in Europe
(DATE); Asia and South Pacific Design Automation (ASPDAC); and, International Con-
ference on Computer-Aided Design (ICCAD).

This recommender consists of four functional blocks that are sequentially excuted:

1. Domain Key Term Identification: derives a comprehensive and ranked list of key
terms to accurately model the current state of the scientific domainD by evaluating
the key term frequencies in the processed abstracts from the last one to three years;

2. Research Themes Identification: extracts the research topics that characterize the
scientific domainD by performing topic modeling (i.e., LDA method) on the same
document corpus used by the previous block;

3. Research Theme Trend Evaluation: investigates the "hotness" of each research
theme by assessing its trend with a suitable multivariate variant of the classic
Mann-Kendall trend test. In the case the publication latency corresponding to jour-
nal or conference papers cannot be ignored, to compute more accurate trends a
novel method that combines auto-ARIMA and multivariate Mann-Kendall meth-
ods was designed;

4. Research Theme Feasibility Evaluation: examines each research theme in terms
of its novelty and presumed success and categorizes it as feasible or not using a
double-threshold method.

Each of these blocks is described in detail in the next four sections, while coping with
the publication latency-related issue is presented in subsection 5.6.1.

The accuracy of a fully automatic version of our recommender system is drastically
affected by a multitude of inherent factors: due to the sequential type of our proposed
recommending process, the errors are propagating and accumulating; NLP procedures
including the extraction of key terms from text documents, topic modeling and trend
analysis are generally error-prone, needing expert assistance for tuning and performance
optimization; bibliographic data are often biased or incomplete. In order to alleviate
the accuracy degradation we opted for a human-in-the-loop approach, where the human
expert is directly involved in selecting the appropriate parameters (i.e., the number of
key terms to characterize the domain or research themes), shortlisting the intermediate
research themes to be evaluated for feasibility according to her/his expectations and in-
terests and finally in selecting the research theme to be undertaken.
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5.4 Domain Key Term Identification

Our attempt to model a particular scientific domain derives from the plausible assumption
that any scientific domain can be described by a finite set of relevant key terms and their
complex interactions [14]. In our perspective, the set of domain-characteristic key terms
can be obtained by employing a classic NLP procedure that ranks all terms from a given
corpus C based on their occurrence frequency and retains a fair number of best-ranked
terms. This procedure is detailed in the following paragraphs.

If we consider a given scientific domainD, we may derive its associated group of key
terms Tq, q = 1, ..., Q, by computing the normalized document frequency ndf for all the
entities (i.e., mentions) found inside the corpus of processed abstracts for the considered
publications:

ndf(t, C) =
df(t, C)

N
(5.20)

where N denotes the number of processed abstracts in the corpus C and df(t, C) repre-
sents the document frequency of a mention t in that corpus.

Because we plan to evaluate the trends corresponding to current research themes, we
must consider only the most recent descriptors for D. Consequently, we opt to compute
the normalized document frequencies for articles released in the prior three years. After
sorting the entities in decreasing order of ndf values, only the top Q entities will be kept
in the set of key terms to characterize the scientific domain, Q being generally chosen
based on the broadness of D and also on the percentage of outliers lying in the key
term list. From this perspective, a suitable value may be selected inside the [300, 1000]
interval.

To illustrate how the domain key term identification procedure works, an example
from the domain of Information Security [14] is presented next.

Example: Information Security domain key terms identification2

In the case of the Information Security domain, we took into account that the first-
ranked Q = 300 key terms, when considering the publications from the last three years,
are enough to model the current domain status [14]. To exemplify, Table 5.1 presents
the first 34 key terms, together with corresponding ndf values. As expected, some in-
consistent terms may be noticed, for example, the key term leverage (rank 28) and the
key term pairs describing the same concept internet_of_things – iot (ranks 14 and 10),
and the_internet – internet (ranks 25 and 16). Such inconsistencies are the direct result
of duplicate entities included in Wikipedia and caught by TagMe. From this perspec-
tive, considering a number Q′ = 210 of meaningful key terms (i.e., a percentage of
(1− p) = 0.7 from Q) seems a reasonable selection to cope with the issue.

2This example, uses only the processed abstracts belonging to the years 2020-2022 from the dataset
described in subsection 4.3.1
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Table 5.1: Top Information Security key terms [14]

Rank Key Term ndf Rank Key Term ndf

1. feature_extraction 0.103 18. cryptographic 0.035

2. algorithm 0.088 19. optimization 0.034

3. machine_learning 0.076 20. semantics 0.034

4. data_privacy 0.066 21. encryption 0.033

5. cryptography 0.066 22. cybersecurity 0.032

6. deep_learning 0.062 23. differential_privacy 0.031

7. task_analysis 0.056 24. cloud_computing 0.031

8. authentication 0.055 25. the_internet 0.031

9. computational_modeling 0.054 26. face_recognition 0.030

10. iot 0.045 27. wireless_communication 0.028

11. blockchain 0.043 28. leverage 0.028

12. computer_security 0.040 29. perturbation_methods 0.026

13. neural_networks 0.039 30. android 0.024

14. internet_of_things 0.039 31. social_networking 0.024

15. access_control 0.036 32. computer_architecture 0.023

16. internet 0.036 33. security 0.022

17. malware 0.036 34. biometrics 0.021

For obtaining the set ofQ key terms to model a domainD, we implemented a Python
procedure based on CountV ectorizer() function from sklearn.feature_extraction,
and the numpy and pandas libraries.

5.5 Identifying Domain-Specific Research Themes Using LDA

To find the major research themes that characterize a given scientific domain D we in-
vestigate the semantic links between domain-specific keywords within the corpus of pro-
cessed abstracts using the LDA topic modeling approach [14].

Topic modeling is an NLP approach that identifies latent clusters of linked terms
from a collection of textual documents. Our methodology models the research themes as
groups of key terms and extracts them as topics resulting from the standard Latent Dirich-
let Allocation method. For this, selecting the number of topics k is of crucial importance
for both the granularity and size of the obtained research themes. While employing ex-
isting automated techniques to extract the topic number k [93] fails to directly target
the topic granularity, we derived this LDA parameter based on the following empirical
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equation:

k =
(1− p)Q

M
=
Q′

M
(5.21)

In this formula,M represents the key term number assumed to model the research themes
(it assures the needed level of granularity), p denotes the percentage of the inconsistent
domain key terms selected for counteracting the imprecision in deriving the key terms
from the processed abstracts, and Q′ is the number of meaningful key terms describing
the domain D (i.e., the number of domain’s key terms excluding the outliers).

In this particular case, two essential insights are worth mentioning. First, consider-
ing the LDA’s internal clustering mechanisms, the resulting topic number is less than or
equal to k, therefore the research themes’ granularity can not be raised beyond a certain
limiting value. Second, the percentage of meaningless domain key terms, namely p is
also contributing to the number of meaningful terms M ′:

M ′ = (1− p)M (5.22)

As an illustrative example, let us consider a scientific domain modeled by a set of
Q = 400 key terms, which includes both meaningful and irrelevant (i.e., outliers) key
terms. If a quarter of these terms are meaningless (p = 0.25) and if the targeted research
themes are each described by M = 8 key terms, equation (5.21) will provide k ≈ 38
topics.

Our methodology to find the research themes that are specific to a given scientific
domain includes the following three phases:

(a) apply the Latent Dirichlet Allocation algorithm to the collection of processed ab-
stracts when considering the targeted value k for the number of clusters;

(b) for each of the obtained topics, keep only the terms included in the set of domain-
relevant key terms Tq, q = 1, ..., Q;

(c) by targeting only the research themes that are modeled by at least M ′ relevant key
terms, drop the topics that do not fulfill this requirement.

Example: Research themes identification in Information Security domain3

This example is a continuation of the example presented at the end of section 5.4.
Besides the parameters already chosen, namely the number of key terms to describe the
Information Security domain Q = 300 and the percentage of irrelevant key terms in
this set p = 0.30, we carefully considered M = 7 (i.e., the number of key terms used
to describe the broadness of the research themes that will be identified). Since we set
p = 0.30, the number of meaningful key terms per research theme, according to equation

3This example, uses the processed abstracts belonging to the years 2020-2022 from the corpus obtained
in section 4.3.1 and also the list of domain-specific key terms derived at the end of section 5.4
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(5.22), will be M ′ ≈ 5. Using equation (5.21) we may now compute the number of
topics needed as a parameter for the LDA method: k = 30.

With the appropriate number of topics being set as k = 30, we used the LDA topic
modeling approach to discover research themes in the Information Security area, by em-
ploying the LdaModel() function included in the gensim Python library. Since we in-
tended to identify the most latest research topics in the field, we employed the processed
abstracts belonging to the last three years. To exemplify the content of the obtained
topics, Figure 5.2 presents the first eight of them in a wordcloud format.

After that, we removed all the terms from the topics’ content that did not belong to
the set of domain-relevant key terms (this list contains Q = 300 terms and was obtained
in the example presented at the end of section 5.4). The resulting topics, as they were
ranked by the LDA procedure, together with their corresponding key terms, are listed in
Table 5.2. It is worthwhile to notice that half of the topics do not meet the granularity-
related constraint, namely to have a minimal number of terms greater than or equal to
M ′ = 5, so they need to be filtered out. As examples of such topics, we may note Topic
#11 which does not contain a single domain-relevant term, or Topic #26 which includes
only an inconsistent term, namely ’upper_bound’.

5.6 Evaluating Research Theme Trends

This functional block belonging to the research theme recommender employs an effec-
tive and novel mechanism to investigate the research theme trends. It uses the multivari-
ate Mann-Kendall test to process information regarding the interest among the scientific
community that can be obtained from bibliographic metadata records. Our technique is
particularly tailored for research themes represented as collections of key terms.

In the recent decade, NLP algorithms have improved rapidly, offering the needed
means to quickly and also systematically investigate the bibliographic/bibliometric meta-
data records to reveal the research trends. In this particular context, the non-parametric
trend assessment techniques are likely to be favored over parametric ones because of their
lack of assumptions about data sample distribution [94] and homoscedasticity [95], and
their proven reduced sensitivity to outliers [96]. Probably, the most utilized technique
in this respect is the Mann–Kendall (MK) test which became an almost standard proce-
dure for NLP applications [43, 97, 74, 98, 99, 100] because of its proven robustness in
processing time series with missing values, censored data or non-Gaussian data [101].

The usual method for examining research trends is to track the time development
of individual key term frequency in bibliographic records [15]. Traditionally, such ap-
proaches transform the title, abstract, and keywords metadata fields in either bag-of-
entities or bag-of-words models and shape the key term occurrence counts during time
into time series. Their basic purpose is to classify the key terms as "cold" or "hot". For
example, Marrone [43] processed publication titles and abstracts in a bag-of-entities fash-
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(a) Topic #1 (b) Topic #2

(c) Topic #3 (d) Topic #4

(e) Topic #5 (f) Topic #6

(g) Topic #7 (h) Topic #8

Figure 5.2: Wordclouds for representative topics [14]



70 CHAPTER 5. RESEARCH THEME RECOMMENDER

Table 5.2: LDA topics and corresponding domain-relevant key terms [14]

Topic Domain-Relevant Key Terms

1 encryption, countermeasure, dnn, fingerprinting, fingerprint, watermarking, convolu-
tion

2 heuristic, graph, android
3 semantics, optimization, hybrid, steganography, anti_spoofing, rgb, syntactics, spec-

tre, static_analysis, fuzzing, computer_bugs, control_flow
4 security, latency, logic_gates, aes, metric, decryption, edge_detection, software
5 blockchain, ecosystem, bitcoin, data_mining, big_data, matrix, smart_contract, cryp-

tocurrency
6 evaluation_of, github, transformers, ground_truth, arithmetic, https, github_com, dis-

tortion, backdoors
7 scalability, randomness, svm, metadata, feature_space, false_alarm, social_networks,

tls, downlink
8 cybersecurity, variance
9 neural_networks, deep_learning, classifier, cnn, the_distance, biometric, modality,

backdoors, filter
10 source_code, neural_network, redundancy, loss_function, open_source
11 —-
12 algorithm, gradient, convergence, android
13 malware, cloud_computing, forensics, ciphertext, ddos, attack_surface, phishing,

helps, europe, android
14 smart_contracts, kernel, ethereum, logic, abstraction, wiretap, smart_contract, com-

puter_bugs, cryptocurrency, compiler
15 cryptography, but_not
16 access_control, usability, password, biometrics, entropy, dns
17 deep_learning, the_power
18 data_privacy, internet, privacy, bandwidth, classifiers, vector, gdpr, android, europe
19 smartphones, smart_phones, data_security, smartphone, public_key, outsourced,

pixel, android
20 forgery, jpeg
21 data_analysis, sampling
22 synchronization, data_set, physical_layer, randomization
23 task_analysis, nist, encoder
24 cryptographic, authentication, secret_key, fpga
25 iot, the_internet, google, perturbations, radio_frequency, mmwave, millimeter_wave,

csi, smart_home, systematics
26 upper_bound
27 linear, eavesdropper, mimo
28 gaussian_noise, data_logging
29 leverage, computer_crime, to_show, risk_management, data_protection, se-

cret_sharing, android, cyber_security, safety_critical, confidentiality
30 cache, defender, ip
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ion and assessed the key term trends utilizing a combination of trend descriptors offered
by Kleinberg burst detection, Mann–Kendall test, and Sen’s slope estimation methods.
Similarly, Marchini et al. [97] developed a method to evaluate urologic research trends
associated with twelve previously selected key terms.

While in traditional approaches the research themes are described by unique key
terms, our procedure is grounded in the belief that research subjects may be more exactly
modeled by finite sets of meaningful M ′ key terms. For this, instead of using univariate
time series trend detection techniques, we had to resort to analyzing the trends inside
multivariate time series describing the time evolution of the occurrences of all M ′ key
terms in the given corpus of processed abstracts. Following this line of thinking we have
therefore employed a multivatiate Mann-Kendall test variant to evaluate and categorize
the overall trends for the first M ′ key terms of each topic (i.e., research topics derived us-
ing the procedure presented in section 5.5) to be increasing, decreasing or no monotonic.

Example: Trend evaluation for Information Security research themes
We consider the research themes extracted using LDA from a corpus of processed ab-

stracts from the Information Security domain and presented in Table 5.2. Following the
rearrangement of the domain-relevant terms inside each topic according to their ndf rele-
vancy score and the removal of any research theme described by less than M ′ key terms,
we may now proceed to examine the trends. Accordingly, we developed and ran a Python
script based on the mk.multivariate_test() function included in the pymannkendall
library to analyze the multivariate trends for best-ranked M ′ = 5 key terms inside each
topic over the last ten years. The resulting topics (i.e, research themes), arranged in
descending Z-statistic order, are listed in Table 5.3.

Considering our declared objective to identify hot and promising research subjects
in the Information Security domain, we will analyze the interpretability and relevancy
of the resulting themes. In order to determine the particular scientific focus correspond-
ing to each research theme and to appropriately label them, we begin by investigating
each topic’s underlying key terms, presented in Table 5.3. Accordingly, we labeled the
Research Themes (RTs) as follows:

◦ RT1 (Topic#9): Machine Learning Applications in Information Security domain

◦ RT2 (Topic#5): Blockchain Technology and Its Applications

◦ RT3 (Topic#10): —-

◦ RT4 (Topic#14): Smart Contracts

◦ RT5 (Topic#18): GDPR and Data Privacy

◦ RT6 (Topic#29): —-

◦ RT7 (Topic#13): Cloud Computing Security
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Table 5.3: Research themes ranked by their Z-statistic [14]

RT Topic Domain-Relevant Key Terms
(ranked by ndf )

Trend
(Z-statistic)

1 9 deep_learning, neural_networks, classifier, cnn, bio-
metric

5.564

2 5 blockchain, ecosystem, data_mining, bitcoin, cryp-
tocurrency

4.552

3 10 source_code, neural_network, open_source, redun-
dancy, loss_function

2.664

4 14 smart_contracts, computer_bugs, kernel, ethereum,
logic

2.553

5 18 data_privacy, internet, android, classifiers, gdpr 2.448

6 29 leverage, android, computer_crime, confidentiality,
cyber_security

2.320

7 13 malware, cloud_computing, android, forensics,
phishing

2.202

8 25 iot, the_internet, systematics, google, perturbation 2.159

9 3 optimization, semantics, computer_bugs, hybrid,
fuzzing

2.122

10 6 evaluation_of, https, github, distortion, backdoors 2.049

11 1 encryption, fingerprinting, countermeasure, water-
marking, dnn

1.911

12 7 scalability, randomness, svm, social_networks, tls 1.321

13 4 security, latency, metric, software, logic_gates 0.841

14 16 access_control, biometrics, usability, password, en-
tropy

0.800

15 19 android, smartphones, smart_phones, data_security,
pixel

0.240
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◦ RT8 (Topic#25): Internet of Things Security

◦ RT9 (Topic#3): Security Breaches Related To Computer Bugs

◦ RT10 (Topic#6): —

◦ RT11 (Topic#1): Watermarking and Fingerprinting

◦ RT12 (Topic#7): Security and Scalability of the Transport Layer

◦ RT13 (Topic#4): Software and Hardware Security-Related Implementations

◦ RT14 (Topic#16): Access Control

◦ RT15 (Topic#19): Smartphone Security

We may observe that the research themes denoted by RT3, RT6, and RT10, by having
no semantic meaning inside the Information Security domain (i.e., no domain-relevant
terms characterize these themes), need to be dropped.

By further investigating the values for the Mann-Kendall Z-statistic presented in
Table 5.3 we may classify the research themes into three categories: (i) on a slowly-
increasing trend, described by a subunitary Z-statistic: RT13, RT14, RT15; (ii) on an
average-increasing trend, described by a Z-statistic in the interval [1, 3]: RT4, RT5, ...,
RT12; and, (iii) on a rapidly-increasing trend, described by a Z-statistic value higher
than 4.5: RT1 and RT2.

Considering that the entire Information Security domain is on a significant upward
trend, we may conclude that only the two best-ranked research subjects, namely Machine
Learning Applications in the Information Security domain (RT1) and Blockchain Tech-
nology and Its Applications (RT2), may provide exceptionally promising prospects. This
particular result is in line with current trends in the Information Security field since ML
and blockchain are among the most popular and evolving research areas.

From our point of view, the analysis mentioned above might be strengthened by
studying the time evolution of the scientific community’s interest in the mentioned re-
search themes. In this regard, in Figure 5.3 we show the evolution for the period 2001-
2022 of the Z-statistic corresponding to seven RTs. We may observe that the best-ranked
themes, namely RT1 and RT2, are characterized by general solid upward trends (i.e., Z-
statistic has only positive values) in the entire time interval, while other research subjects
like RT5, RT8, RT11, or RT14 have encountered both ascending and descending trends
(i.e., Z-statistic changed its sign) during the same period.

5.6.1 Coping With Publication and Indexing Latency

When analyzing research trends using bibliographic information, an essential factor to
consider is the time lag, which can be up to a year or more, between the completion of the
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Figure 5.3: Trend evolution of relevant research themes during the last two decades [14]

research endeavor to the indexing of the related publication in the bibliographic database.
Evidently, this delay has significant consequences, particularly in quickly evolving sci-
entific fields [102, 103], where rapid theoretical and technological advances cause trends
to shift suddenly. To fill the discovered gap, we suggest a new trend evaluation approach
that combines the auto-ARIMA forecasting with an appropriate Mann-Kendall test vari-
ant in a single method, coined as n-steps-ahead Mann-Kendall (nsaMK).

Proposed methodology

Before delving into the details of the methodology for coping with publication and in-
dexing latency, we define the following terms:

✦ manuscript writing time (δWT ): the mean interval between research completion
and the manuscript submission date. It involves certain tasks, such as: writing the
first draft; editing, formatting and reviewing; and, identifying the most relevant and
suitable publication for submitting the manuscript. Its duration strongly depends
on the experience and expertise of the authors and also on the type of publication
they are submitting their manuscript to and may range from a few days to even
years.

✦ publication latency (δPL): the mean interval between the submission date of a
manuscript and its initial publication date. This time lag is specific to the pub-
lication where the manuscript is submitted and represents the average time for
reviewing, revising, and publishing, generally taking values between a month and
two years.
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✦ research publication latency (δRPL): the mean interval between research comple-
tion and the publication date of resultant publication. It may be computed using
the following equation:

δRPL = δWT + δPL, (5.23)

✦ indexing latency (δIL): the average time interval between the publication date
of a manuscript and the moment the publication is included in the bibliographic
database.

✦ bibliographic metadata latency (δ): the average time interval between the research
completion and the moment the resulting publication is indexed in the database.
This parameter may be computed using:

δ = δRPL + δIL = δWT + δPL + δIL. (5.24)

As a direct consequence of the δ delay, the bibliographic metadata, instead of reflect-
ing the actual state of research, describes a past state of the scientific research. To improve
the precision when evaluating the current status of scientific knowledge and the under-
lying research trends, we need to mitigate the adverse effect of outdated bibliographic
metadata by employing suitable forecasting methods.

Let us consider a research theme RT modeled by a set of key terms. To assess the
overall RT trend in the case the bibliographic metadata latency cannot be disregarded, we
propose the following three-stage methodology:

Stage I: select N (i.e., number of steps to be forecast) using the formula:

N =

⌊
δ

∆t

⌉
, (5.25)

where ⌊.⌉ represents the nearest integer function (i.e., rounding function),
while δ and the step function ∆t use the same time measurement units (e.g.,
years).

Stage II: create the multivariate time series having a component (i.e., univariate time
series) for each key term in RT. This is done by calculating the number of
each key term’s occurrences in bibliographic metadata during each time step
∆t.

Stage III: employ the proposed multivariate nsaMK method described below, to eval-
uate the trend.
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N-steps-ahead Mann–Kendall method [12]

Employing the multivariate time series that delineates the time evolution of each of the
key term occurrences in the given corpus, and the number N of steps that need to be
forecast due to bibliographic metadata latency as inputs, the nsaMK method evaluates
the overall research trend as a Z-statistic based on a two-step procedure [13]:

1. each of the multivariate time series components xi with i = 1, 2, . . . , k are supple-
mented byN forecast values xk+1, xk+2, . . . , xk+N by employing the multivariate
version of the auto-ARIMA technique, described in paragraph 5.2.2; if the predic-
tions provided by auto-ARIMA have negative values, they will be automatically
set to zero (the key term occurrences may take only non-negative values).

2. the multivariate Mann-Kendall test presented in paragraph 5.2.3, is applied to the
time series obtained in the first step.

In the above procedure, that we termed as the n-steps-ahead Mann-Kendall (nsaMK)
test, we utilized the auto-ARIMA prediction technique due to its effectiveness in fore-
casting various types of time series and its intuitive interpretability [81, 82, 85]. On the
other side, auto-ARIMA comes with an inherent drawback that needs to be carefully mit-
igated: it enhances the existing serial correlations between the time series observations.
To counteract this disadvantage, we may use two specially designed MK variants, pro-
posed by Yue and Wang [104] or Hamed and Rao [105], to classify the trends using the
Z-statistic score.

Example: Trend evaluation in EDA considering bibliographic metadata latency4

Our nsaMK method [12], proposed for research trend assessments when dealing with
the bibliographic metadata latency, was evaluated against the standard MK test (variant
reported by Yue and Wang [104]). We used the TCAD journal paper metadata for the
interval 2010-2019, while the observations for the year 2020 were treated as ground
truth. In the particular case of TCAD, by considering the influence of all the components
in δ, we may approximate the value of N to one year according to equation (5.25).

It is important to mention that in this example, the most suitable ARIMA model was
automatically chosen based on the Akaike information criterion, while the parameters
for auto-ARIMA procedure were selected as follows: the order of autoregression p ∈
{1, 2, 3}; the order of the moving average q ∈ {0, 1, 2}; and, the degree of differencing
d ∈ {0, 1, 2}. Moreover, because the order of autoregression p cannot be zero, employing
the Yue and Wang MK test version is a viable option. All the experiments were conducted
in Python 3.8 and used the yue_wang_modification_test() included in the pyMannKendall
1.4.2 library [92], CountVectorizer() function from scikit-learn 1.0.1 package, and, an
ARIMA forecasting method derived from tsa.statespace.SARIMAX() from statsmodels
0.13.0 library [106].

4This example, uses the processed abstracts belonging to TCAD journal for the years 2010-2020 from
the corpus described in subsection 4.3.2
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Table 5.4: Top 24 key terms in EDA domain [12]

Rank Term ndf Rank Term ndf

1. integrated circuit 0.211 13. neural network 0.064

2. optimization 0.163 14. low power 0.059

3. computer architecture 0.136 15. hybrid 0.055

4. algorithm 0.130 16. system on chip 0.055

5. logic gates 0.125 17. mathematical model 0.053

6. computational modeling 0.121 18. power 0.044

7. latency 0.094 19. convolutional neural network 0.044

8. fpga 0.090 20. logic 0.044

9. task analysis 0.084 21. memory management 0.044

10. energy efficiency 0.073 22. real time systems 0.042

11. machine learning 0.071 23. cmos 0.042

12. ram 0.067 24. nonvolatile memory 0.041

The most important key terms for the EDA domain in 2020 have been discovered by
employing the technique presented in section 5.4. The first 24 of them, together with
their corresponding normalized document frequency score, are listed in Table 5.4. To
quantitatively compare our nsaMK and classic MK methods, a set of evaluation metrics,
composed of Z-statistic, Sen’s slope, and p-value, was computed for all these 24 key
terms in the following three cases:

MK2020: employs the MK test (Yue and Wang form) for the articles published in
the interval 2011-2020. The obtained results are seen to be the ground
truth.

nsaMK2020: employs the nsaMK test for the articles published in the interval 2010-
2019 and the forecasts for 2020.

MK2019: employs the MK test (Yue and Wang form) for the articles published in
the interval 2010-2019.

Thus, the results obtained using the traditional MK test (i.e., MK2019), are compared
to the ones provided by our method (i.e., nsaMK2020), MK2020 being used as the ground
truth.

Table 5.5 provides the comparative results for the mentioned set of 24 EDA key
terms. In the last column, we labeled the key terms for which the proposed nsaMK
method shows better performances (i.e., nsaMK2020 is closer to the ground truth than
MK2019 when considering Sen’s slope) with check marks. To summarize, in 75% of the
cases nsaMK provides more reliable trend assessments and it displays a 48% less mean
square error (i.e., 2.559 · 10−6 versus 5.282 · 10−6).
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Table 5.5: Comparison results for nsaMK and MK methods [12]
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Two illustrative examples, one for the key term ’algorithm’ and one for ’logic gates’,
are displayed in Figures 5.4 and 5.5, respectively. In these figures: (a) the observa-
tions for the years 2010-2019, which are marked in light-blue, are used by MK2019 to
derive the slope of the black-solid line; (b) the pink-marked value that is forecast by auto-
ARIMA predictor and the last nine observations (i.e., for 2011-2019) are employed by
nsaMK2020 to derive the slope of the red-dotted line; and, (c) the real trend (i.e., the blue-
dashed line) or the ground true, is derived by MK2020 by considering the observations
from 2011-2020, where the dark-blue value is the observation for 2020.

Figure 5.4: Trend comparison for the key term ’algorithm’[12]

Figure 5.5: Trend comparison for the key term ’logic gates’ [12]



80 CHAPTER 5. RESEARCH THEME RECOMMENDER

In the case of ’algorithm’ key term (Figure 5.4), the best predicted value for 2020,
characterized by an AIC score of −38.633, was provided when using p = 1, q = 1, and
d = 0. Here, the trend is switching from descending, if the observations from 2010-2019
are considered, to ascending (i.e., ground truth), the proposed nsaMK test providing a
more suitable trend evaluation than MK2019. In the second example, which is presented
in Figure 5.5, the best auto-ARIMA forecast value for 2020 has an AIC score of −35.658
that was provided by p = 1, q = 0, and d = 0. It may be noticed that the slope provided
by nsaMK is much closer to the real trend than MK2019.

It is noteworthy to point out that, like in every method that presumes a predictive com-
ponent, our method’s effectiveness drastically depends on the forecasting model. From
this perspective, future work may employ switching from ARIMA models to exponential
smoothing or neural networks.

5.7 Evaluating Research Theme Feasibility

This section presents our approach to the automated evaluation of the research theme
feasibility using a carefully designed double-threshold procedure able to signal if the
theme is currently difficult to study or offers little novelty. In the endeavor to derive such
a method, we relied on the methodology that we presented in [15]. This recent work
provided the first attempt to automatically identify feasible research gaps within a given
domain by evaluating the correlations between pairs of key terms, followed by a double-
threshold statistical approach to discard the research gaps that are either difficult to study
with the existing knowledge or may provide insufficient originality. By switching the
focus from pairs of key terms, characterized in terms of the number of co-occurrences, to
groups of interconnected key terms described using a new overall co-occurrence-based
metric, we are able to analyze the current state of knowledge and, based on this, to eval-
uate if a research theme is feasible or not.

In Natural Language Processing (NLP), the word co-occurrence is a widely used
corpus-level statistic for modeling the connection between terms [107, 108]. It describes
how frequently two terms appear together in a collection of documents [109]. The
greater the co-occurrence value, the more significant the anticipated semantic link be-
tween terms. We consider M(i, j) to be the number of documents in which the two key
terms KTi and KTj simultaneously occur, normalized with the number of documents
in the given corpus. Thus, we may interpret M(i, j) ∈ [0; 1] as the mean frequency in
which a pair of terms appears in a document corpus.

To develop a method for evaluating the feasibility of a research theme described
by a set of s key terms using a NLP-based approach, we first analyzed the underlying
information behind the term co-occurrence frequency M(i, j) in a document corpus. We
observed the following two aspects:

• A very low value for M(i, j) not only indicates that the specified pair of key terms
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is hardly encountered in the documents but may also indicate that the present state
of knowledge is not sufficiently advanced to link them or that the pair of key terms
may even be incompatible. Accordingly, connecting two key terms KTi and KTj
havingM(i, j) lower than a threshold αmay likely be unfeasible, α playing in this
case the “critical mass” role. We termed the α threshold as success threshold.

• A very high value of M(i, j) generally indicates that the links between the terms
are strong as the terms frequently appeared together in the same text. This circum-
stance might result from an intensively investigated term connection, anticipating
that the research subject might likely be an implausible source of novelty. We
coined β to be the novelty threshold, since M(i, j) < β may provide an accept-
able level of novelty.

It is worth noting that the potential novelty generated by a pair of key terms is dimin-
ishing when M(i, j) ∈ [0, 1] gets larger, while the success ratio increases with M(i, j).
Based on this observation, our proposed double-thresholding approach, summarized by
Table 5.6, considers that only the key terms having their co-occurrence frequency value
M(i, j) ∈ [α, β] can be regarded to be feasible in terms of their novelty and success
prospects. While M(i, j) ∈ (β, 1] characterizes pairs of terms with reduced novelty ex-
pectations, M(i, j) ∈ [0, α] describes pairs that are unlikely to be tackled with existing
scientific knowledge. Since the term co-occurrence values are corpus-dependent, pick-
ing the right success and novelty thresholds must emerge from an exploratory corpus
examination.

Table 5.6: Double-thresholding approach for research theme feasibility assessment [15]

0 ≤ M(i, j) < α α ≤ M(i, j) ≤ β β < M(i, j) ≤ 1

Success ↗ low high high

Novelty ↘ high high low

Research Gap Type Unfeasible Feasible None

Let us consider a scientific domain D characterized by a list of Q key terms and
a research theme within D described by s key terms KTk belonging to the domain-
characteristic list. To evaluate the feasibility of the research themes we proposed the
following three-stage methodology [15]:

• Stage I: Determine the α and β thresholds, using the following sequence of oper-
ations:

(a) Calculate the term co-occurrence frequency values M(i, j) for all domain-
characteristic key term pairs (KTi,KTj) with i, j = 1..Q and i < j;

(b) Choose the α and β thresholds by appropriately trimming the left and right
ends of the M(i, j) distribution. The next paragraph provides the details
about how this operation should be performed.
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By investigating theM(i, j) probability distribution inside a textual corpus of
size N , we developed a practical procedure to identify the success and nov-
elty thresholds. We started with two key observations of the general M(i, j)
distribution: (i) based on the particular way the M(i, j) values are computed,
they may take only values that are multiples of 1/N ; and, (ii) the term co-
occurrence frequency values approximately follow an exponential distribu-
tion, being heavily skewed towards zero, with few values far from zero and
no negative observations (Figure 5.6). From this perspective, we may con-
sider α and β as the two thresholds that produce a two-sided trimmed expo-
nential distribution. If we neglect the null M(i, j) values, we may choose the
α and β thresholds such that each of them filters out 15–30% of the M(i, j)
observations, a reasonable option considering α = Q1 and β = Q3, where
the first quartile (i.e., the lower quartile) is marked by Q1, while the third
quartile (i.e., the upper quartile) by Q3.
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Figure 5.6: Distribution of M(i, j) values in a corpus of size N [15]

• Stage II: Drop allM(i, j) that lay outside the considered feasibility interval [α, β],
retaining only M ′(i, j) ∈ [α, β]

• Stage III: Evaluate the feasibility of the research theme under investigation using
a simple graph-based method: if we consider the research theme as a graph, where
the vertices are the key terms and the edges correspond toM ′(i, j) ∈ [α, β] values,
the research theme is feasible only if the graph is connected (i.e., there exists a path
between every pair of vertices).

For feasible research themes having the same number of key terms s, we may use
the mean co-occurrence value, to rank them. This indicator is computed using the
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following formula:

µ =

∑
i<j M(i, j)

0.5 · s · (s− 1)
, (5.26)

where the nominator is the summation of all co-occurrences between pairs of key
terms, while the denominator is the number of all possible pairs. The larger the µ
statistic value, the greater the expected success and the lesser the predicted novelty
of the research subject modeled by the specified set of s key terms.

It is worth noting that the above double-threshold strategy may be adjusted to fit the
researchers’ risk profiles. Following the same line of thinking as in financial risk toler-
ance [110], we may describe research risk tolerance as the maximal value of uncertainty
a researcher is ready to consider when framing research subjects. From this perspective,
we may categorize the research themes as follows:

(a) conservative – characterized by thresholds αc and βc;

(b) moderate – characterized by thresholds αm and βm;

(c) aggressive – characterized by thresholds αa and βa;.

with the corresponding success thresholds holding αa < αm < αc, and the novelty
thresholds holding βa ≤ βm ≤ βc.

Example: Research theme feasibility assessment in EDA domain5

We exemplify the above methodology by trying to extract feasible research themes
modeled by s = 4 key terms from an EDA subdomain described by a set of seven
key terms denoted by: ‘machine_earning’ (KT1), ‘energy_efficiency’ (KT2), ‘inter-
net_of_things’ (KT3), ‘approximate_computing’ (KT4), ‘fault_tolerant’ (KT5), ‘bio-
logical_neural_networks’ (KT6), and ’optimization_problem’ (KT7) [15].

The following steps have been performed:

• The symmetric co-occurrence frequency matrix M , containing all M(i, j) values
was computed using the processed abstracts from 2019 and 2020. M is presented
in the form of a heatmap in Figure 5.7, and the graph describing the subdomain
described by KT1 −KT9 is presented as a chord diagram in Figure 5.8 (thinner
edges correspond to lower M(i, j) values).

• To derive the values of the two thresholds, namely the success and novelty thresh-
olds, we employed the TCAD-related document corpus for the interval 2010-2020
and used the LDA algorithm [67] to obtain r = 4 topics from which we selected
the most influential p = 30 key terms per topic. For these 120 key terms, all the
M(i, j) co-occurrences were computed, and the related histogram, together with
the α = 0.000317 and β = 0.003 selection, is displayed in Figure 5.9.

5This example, uses the processed abstracts belonging to TCAD journal for the years 2010-2020 from
the corpus described in subsection 4.3.2
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Figure 5.7: Heatmap visualization of the co-occurrence matrix M [15]
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Figure 5.8: The original graph G of key terms [15]

• With α = 0.000317 and β = 0.003 we filtered out all M components that do
not lay inside the [α, β] interval, obtaining the double-thresholded version of M ,
denoted byM ′. This new matrix is presented in Figure 5.10, while its related graph
G′ is displayed in Figure 5.11.
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Figure 5.9: Histogram of the M co-occurrences and threshold values selection [15]
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Figure 5.10: Visualization of feasible research gaps using heatmap [15]

• By extracting all the research themes made of four key terms (i.e., the connected
graphs having four vertices) and ranking them according to their µ values, we
obtained:

(A) KT1, KT2, KT3, and KT4 (µ = 0.00174574);

(B) KT1, KT2, KT3, and KT6 (µ = 0.00164017);

(C) KT1, KT2, KT4, and KT6 (µ = 0.0013756);

(D) KT1, KT2, KT3, and KT7 (µ = 0.0012169);
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Figure 5.11: Visualization of feasible research gaps using chord diagram [15]

Table 5.7: Potential research subjects in EDA domain [15]

No. Feasible Research Themes Research Theme Interpretation µ

1.

KT1: machine_learning
KT3: internet_of_things
KT4: approximate_computing
KT6: biological_neura_networks

Biological neural network inspired
algorithms for approximate computing
in ML for IoT applications.

0.00084652

2.

KT1: machine_learning
KT2: energy_efficiency
KT3: internet_of_things
KT7: optimization_problem

Design of integrated circuits for IoT
applications optimized for energy
efficiency by means of ML.

0.0012169

(E) KT1, KT2, KT4, and KT7 (µ = 0.0011639);

(F) KT2, KT3, KT4, and KT6 (µ = 0.00100549);

(G) KT1, KT3, KT4, and KT6 (µ = 0.00084652);

(H) KT2, KT3, KT6, and KT7 (µ = 0.000740740);

(I) KT2, KT4, KT6, and KT7 (µ = 0.0006348836).

From these nine research recommendations, the two potential research topics that
have practical interpretability are presented in Table 5.7, along with their textual
interpretation.

If in the feasibility assessment process, we also consider the research risk tolerance
by selecting the corresponding thresholds (e.g., aggressive framing: αa = 0.0001 and
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Table 5.8: Examples of research subjects considering research risk [15]

No. Feasible Research Themes Research Theme Interpretation Scenario

1.
KT1: machine_learning
KT2: energy_efficiency
KT3: internet_of_things

Using ML for energy efficient IoT. conservative

2.

KT1: machine_learning
KT3: internet_of_things
KT4: approximate_computing
KT6: biological_neural_networks

Biological neural network inspired
algorithms for approximate computing
in ML for IoT applications.

moderate

3.

KT1: machine_learning
KT2: energy_efficiency
KT3: internet_of_things
KT7: optimization_problem

Design of integrated circuits for IoT
applications optimized for energy
efficiency by means of ML.

moderate

4.

KT1: machine_learning
KT4: approximate_computing
KT5: fault_tolerant
KT7: optimization_problem

Approximate computing for solving
optimization problems in fault
tolerant ML.

aggressive

5.

KT1: machine_learning
KT2: energy_efficiency
KT5: fault_tolerant
KT6: biological_neural networks

Biological neural network inspired
methods for fault tolerant and energy
efficient ML.

aggressive

βa = 0.003; moderate framingαm = 0.0004 and βm = 0.003; and, conservative framing
αc = 0.001 and βc = 0.003) and the number of key terms to model possible research
themes s ∈ {3, 4}, the recommendation samples listed in Table 5.8 are obtained.
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Chapter 6

Cross-Domain Knowledge Transfer
Recommender

Cross-domain knowledge transfer has a crucial role not only
in solving concrete problems inside a given scientific domain
but also in rejuvenating this target domain using fresh and
already-proven information. This chapter provides a practical
methodology where paper metadata are employed to discover
the twin domains related to the target domain from where the
transfer may be effective and also the pieces of knowledge
from twin and emerging domains to be transferred and cus-
tomized.

Cross-domain knowledge transfer is about learning from solutions that other scien-
tific fields have discovered for themselves and transferring such solutions to their own
topics. By transferring already proven knowledge we can minimize research-related
risks and costs and also shorten research and development cycles. Moreover, the tar-
get domain may benefit from a perspective-changing that imported knowledge is able to
induce. Besides the mentioned advantages, cross-domain knowledge transfers are always
challenging. Due to a growing number of scientific papers being published, it is becom-
ing increasingly difficult to keep track of what’s happening in every research field and
so many important logical linkages between the different sources of knowledge may go
unrecognized.

The research on knowledge transfer between scientific domains is still in the early
stage, the obtained results being sporadic and sparse. Analyzing the citation network cor-
responding to scientific papers from sustainability and aviation domains, Nakamura et al.
[111] derived a recognized-unrecognized matrix that highlights the neglected problems
and used this procedure to discover new knowledge for the development of an air and
water transport system. By combining knowledge extracted from the fields of ammonia
synthesis and fuel cells technologies, and employing keyword similarity and time-series

89
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analysis of the citation networks, Ogawa and Kajikawa [112] were able to suggest novel
research ideas. A similar strategy, but this time attempting to uncover knowledge link-
ages between two completely unrelated subjects, namely gerontology and robotics, led
to novel applications of assistive robots for elderly people [113]. These mentioned re-
searches address isolated cases without intending to provide general knowledge transfer
approaches.

Our endeavor to design a general methodology for cross-domain knowledge trans-
fer purposes is built upon three pillars: (1) modeling the research domains or research
themes as finite sets of key terms [15]; (2) employing publication metadata as a valu-
able source of information regarding scientific domains; and, (3) using appropriate NLP
methods to extract and process meaningful information from textual data. Our approach
considers that useful knowledge transfers are likely to be done from scientific domains
that possess conceptually similar topics, methods and materials (i.e., twin domains), and
also from emerging domains (e.g., Machine Learning, Internet of Things, or Blockchain
Technology) which are capable to boost a large spectrum of other research domains.

6.1 Preliminaries and Problem Formulation

Since problems in one research field frequently have remedies in another, analogies have
proved their importance in the development of science and technology throughout his-
tory, playing a key role in inspiring and fostering creativity across domains. However,
as knowledge domains get more and more specialized, they interact less with one an-
other, making analogical reasoning across research domains more difficult [114]. In this
context, designing NLP-based solutions to facilitate cross-domain knowledge transfers
becomes increasingly needed.

Problem formulation. Let us consider a target domain D defined by a group of Q
key terms KT i that we intend to enhance by transferring knowledge. We also consider
a research theme RT within the target domain D, specified by a group of J , J ≤ Q key
terms KTj . We aim to identify useful knowledge transfers from other scientific domains
(i.e., source domains) D′

s, with s = 1, ..., S that may help enlarge the body of knowledge
of the scientific theme under investigation RT .

In theory, every scientific domain can be a source of knowledge for a specified target
domain. Since investigating all possible scientific domains is unrealistic, we have to
focus on some categories of domains that may have a greater impact. In this respect, we
consider that closely-related and emerging domains are most likely to make a difference.

Twin Domains. We define a twin domain as a scientific domain having similar or
close research topics, methods or materials to a given scientific domain. Identifying
such closely related domains offers various opportunities for knowledge or technology
transfers, being an important component of our proposed methodology. In the attempt
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to find the twin domains from where to import relevant knowledge for a research theme
RT , we intend to analyze the degree of similarity between corpora of paper metadata
using a classic NLP procedure based on tf-idf scores and the cosine similarity metric.
This procedure is presented in detail in the following section.

Emerging Domains. Emerging domains can be defined as "radically novel and rela-
tively fast-growing" [115] fields that are frequently seen as having the power to directly
and strongly influence the current state of science and technology. While often encom-
passing brand-new theories, methods, technologies and applications, such domains may
also include older but reviving components. Such emerging domains can be simply iden-
tified by their explosive growth in the number of scientific publications or from their
fast-growing interest within the scientific community. Three examples of such highly
growing domains are Machine Learning (ML), Internet of Things (IoT), and Blockchain
Technology.

A natural way to provide cross-domain recommendations is to take advantage of the
existing overlapping entities, in our case key terms, that are shared between domains
by using them as a bridge for knowledge transfers [116, 117]. Following this line of
thinking, our approach is centered on the idea to identify the contexts (i.e., key terms
that appear in the same cluster) in which the most key terms KTj describing the research
theme RT are found in twin and emerging domains and to recommend enhancing the
investigated theme by including new key terms from these contexts.

6.2 Methods

To discover cross-domain knowledge transfer opportunities we will employ two classic
NLP methods, namely Latent Dirichlet Allocation and document similarity evaluation
using term frequency–inverse document frequency (tf-idf ) vector space model and co-
sine similarity measure. While LDA was already presented in subsection 5.2.1, in the
following paragraph we will provide a brief description of the second method.

6.2.1 Document Similarity Assessment

A widely used natural language processing procedure to perform document similarity
evaluation method is based on the following two-step sequence: (i) text vectorization
using term frequency – inverse term frequency (tf-idf ) score; and, (ii) cosine similarity
distance computation. These two steps are presented below.

Text vectorization using tf-idf is a technique that converts each text document from
a given collection of documents, i.e., corpus, in a vector having the same length as the
vocabulary (i.e., the set of unique terms in the corpus) and as elements the tf-idf scores
for each term. The tf-idf score for a term t in the document d from the corpus C is
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calculated as follows:

tf -idf(t, d, C) = tf(t, d) · idf(t, C). (6.1)

Here, the term frequency tf(t, d) is computed by counting the number of instances the
term appears in the document, denoted by freq(t, d), using the formula:

tf(t, d) = log(1 + freq(t, d)), (6.2)

while the inverse term frequency idf(t, C), which measures how common a term is in
the entire corpus, is obtained by:

idf(t, C) = log

(
N

count(d ∈ C, t ∈ d)

)
(6.3)

with N being the total number of documents in the corpus.
As a general rule, the higher the tf-idf score, the more significant that term is in a

particular text document.
In the second step, the cosine similarity distance metric is computed for every vector

pair (X,Y ) using the following formula:

cos(X,Y ) =

∑n
i=1Xi · Yi√∑n

i=1X
2
i ·

√∑n
i=1 Y

2
i

, (6.4)

whereXi and Yi, with i = 1, 2, ..., n are the components of the two vectors having length
n.

6.3 Proposed Approach

Our proposed cross-domain knowledge transfer recommender takes the processed ab-
stracts of published papers corresponding to diverse scientific domains and the set of key
terms that model the research theme as inputs and provides a set of knowledge transfers
(i.e., key terms) from twin or emerging domains. Its architecture is presented in Figure
6.1 and contains four functional steps, described in the following paragraphs.

Step 1: Building a domain-characteristic text file for each scientific domain

Having the goal to represent as accurately as possible the body of knowledge of each
scientific domain, we concatenate in a single text document the processed abstracts cor-
responding to all papers published within the domain during a given time interval. By
this, all meaningful information extracted from publication titles, keywords and abstracts
is summarized by a bag-of-entities (i.e., a list of key terms) that will be used by our
method to identify the twin scientific domains of a given target domain.
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Figure 6.1: Cross-domain knowledge transfer recommender system architecture

Step 2: Twin domains identification

To identify the source domains that due to their closeness in terms of topics, methods and
materials to the target domain are plausible to export valuable knowledge, we examine
the degree of similarity between pairs of target and source domain-characteristic text
files. This step follows a classic document similarity assessment procedure that utilizes
the term frequency–inverse document frequency (tf-idf ) vector space model and cosine
similarity measure [118]. This method includes two stages:

1. tf-idf vectorization of the document corpus [119] by computing the tf-idf weights
for all encountered key terms (entities). The tf-idf score is meant to characterize
the importance of terms for a document within a collection of documents.

2. Evaluate similarities between pairs of target and source domain-characteristic text
files using the cosine similarity metric [120].

Finally, we will denote as twin domains the ones with the highest cosine similarity scores.
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Step 3: Clustering the body of knowledge in each source domain using LDA topic

modeling

To identify the context in which presumable knowledge related to the given scientific
theme RT appears in twin or emerging domains from text files, we employ the Latent
Dirichlet Allocation procedure, already described in subsection 5.2.1. Thus, for each of
the identified twin or emerging domains, we apply LDA topic modeling to classify the
twin/emerging domain’s terms into 4-8 clusters and identify the topics that contain the
largest number of key terms KTj that describe RT . Afterward, we compute the term
co-occurrences between defining terms KTj of RT and other terms lying in the same
topic and retain the terms from twin/emerging domains that have co-occurrence values
above a chosen threshold to be analyzed for possible knowledge transfer.

It is worth mentioning that when analyzing the twin/emerging domains we are in-
terested in identifying the areas where research is more advanced and can be a source of
valuable knowledge transfers. Such advanced areas are characterized in the co-occurrence
matrix M by a high score. In this way, we may transfer high-impact knowledge from
related fields to RT .

Step 4: Knowledge transfer recommending

In this step, possible knowledge transfers are presented to the user in the form of sets of
key terms that may accompany the existing set of key terms KTj describing RT .

It is important to note that in order to alleviate the accuracy degradation we opted for
a human-in-the-loop approach, where the human expert is directly involved in selecting
the number of twin domains to be considered, in choosing the emerging domains and
finally in selecting the appropriate knowledge transfers.

To exemplify how the proposed recommender works, in the following paragraph a
detailed case study is presented.

Example: Knowledge transfer for a research theme in EDA domain6

Let us consider the following research theme in the Electronic Design Automation
(EDA) domain:

"Design of integrated circuits for IoT applications
optimized for energy efficiency by means of ML".

Analyzing the sentence, we may derive the following list of key terms KT that de-
scribe the research theme: ’integrated_circuit’, ’IoT’, ’optimization’, ’energy_efficiency’,
and ’ML’.

6This example uses the processed abstracts belonging to all journals included in the corpus described in
subsection 4.3.2, for the years 2010-2020.
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Table 6.1: Cosine similarity between the flagship journals and TCAD

Journal IEEE Society / Council Cosine similarity
to TCAD

TC IEEE Computer 0.68692
TCSI IEEE Circuits and Systems 0.47955

... ... ...
TR IEEE Reliability 0.43722

... ... ...
JSSC IEEE Solid-State Circuits 0.30843

TCE IEEE Consumer Technology 0.29005

... ... ...
TE IEEE Education 0.09875

Considering the specificity of the EDA domain and the research theme RT , we will
focus our search for twin domains in the broad area of Electrical and Electronic Engineer-
ing. It is worth mentioning that the emerging domain that we choose to be appropriate
for knowledge transfers (i.e., IoT) is encompassed by the same scientific area. Thus, we
may use IEEE Xplore as a bibliographic database.

Step 1: Building a domain-characteristic text file for each scientific domain
For each of the 44 scientific domains extracted from Table 4.3 we prepared a text

file, in the form of bag-of-entities by concatenating all processed abstracts from their
representative journal.

Step 2: Twin domains identification
In the attempt to find suitable research domains from where to import relevant knowl-

edge for our research theme, we analyzed the degree of similarity between the target do-
main represented by the IEEE Council on Electronic Design Automation and the other
IEEE societies and councils (i.e., possible source domains). For this, we evaluated the
cosine similarity between the text files already prepared in Step 1 corresponding to re-
spective flagship journals. Some notable results are presented in Table 6.1, which suggest
that the research domains covered by the IEEE Computer Society and IEEE Circuits and
Systems Society are the most appropriate to export knowledge to our research theme
under investigation.

In our case study, we also consider possible knowledge transfer from the emerging
domain of Internet of Things, which encompasses an extremely wide range of innovative
technologies able to link our physical world to the digital world, continuously proving its
transformative power in reconfiguring the research strategies in many domains. In order
to allow knowledge transfer from this emerging domain to RT as an EDA research topic,
we considered paper-related metadata from IEEE Internet of Things Journal (JIOT).
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Steps 3 and 4: Clustering the body of knowledge in each source domain and formu-
lating the recommendations

In this stage of our methodology, we aim to detect relevant knowledge from closely
related twin domains, namely the ones covered by the IEEE Computer and IEEE Cir-
cuits and Systems Societies, having TC and TCSI as flagship journals, and also from the
IoT as an emerging domain described by bibliographic/bibliometric information acquired
from the JIOT journal. The configuration of the relevant topics obtained using LDA on
the three mentioned source domains (i.e., topics characterized by the highest number of
encountered key terms KTj) is presented in Table 6.2. In this table, the encountered key
terms KTj from RT are marked in bold.

Analyzing possible knowledge transfers from the two twin domains and the IoT
emerging domain, by taking into account the paper metadata between 2010 and 2020,
we identified the following strong links (i.e., high number of co-occurrences in the pro-
cessed abstracts) which may signal knowledge transfer opportunities:

• ’fault_tolerant_systems’ strongly connected with ’optimization’ and ’energy_ effi-
ciency’ in the TC journal papers;

• ’circuit_simulation’ strongly connected with ’integrated_circuit’ and ’optimiza-
tion’ in the TCSI journal papers;

• the pair ’real-time_systems’ - ’smart _devices’ strongly connected with ’Inter-
net_of_Things’, ’optimization’ and ’machine_learning’ in the JIOT journal papers;

These four key terms identified in the source domains which may possibly indicate
knowledge transfers are presented in the last column of Table 6.2, while a graphic de-
scription of the considered research theme accompanied by the key terms imported from
twin/emerging domains is presented in Figure 6.2.

Investigating Figure 6.2, the original research theme has to be augmented to consider
both real-time and fault-tolerance analysis. Moreover, circuit simulation may be em-
ployed as a significant means to shorten the development cycle, while focusing the entire
design process on possible applications in the field of smart devices may be beneficial.
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Table 6.2: Source domains’ topics and proposed knowledge transfer

Journal Topic Terms Proposed Transfer

TC algorithm, optimization, heuristic, logic_gates, the_power, com-
puter_architecture, scalability, vlsi, complexity_theory, topology,
data_mining, voltage, capacitance, energy_efficiency, applica-
tion_software, cpu, computer_science, redundancy, cryptography,
approximation_algorithms, fault_tolerant_systems, leverage, er-
ror_correction

fault_tolerant_systems

TCSI algorithm, integrated_circuit, linear, nonlinear, mathe-
matical_model, circuit_simulation, convergence, computa-
tional_modeling, optimization, discret_time, neurons, matrix,
semiconductor_device, mimo, time_domain, low_pass_filter, opera-
tional_amplifiers, neural_networks, vector, filter, domain_analysis, ,
adaptive_control

circuit_simulation

JIOT internet_of_things, algorithm, the_internet, cloud_computing,
task_analysis, latency, edge_computing, computational_modeling,
optimization, computer_architecture, machine_learning, band-
width, mobile_communication, blockchain, quality_of_service,
reinforcement_learning, real_time_systems, hybrid, wire-
less_communication, authentication, smart_devices

real_time_systems
smart_devices

Figure 6.2: Research theme description after cross-domain knowledge transfers
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Chapter 7

Research Team Recommender

The success of any research project substantially depends on
the team that is assembled to accomplish it. In this chapter,
we provide a practical methodology for data-driven team for-
mation that uses bibliographic metadata to derive candidates’
technical and teamwork skills and a carefully tailored multi-
objective optimization model. The chapter is based on our
paper [18].

7.1 Preliminaries

Any collaborative activity critically depends on selecting an appropriate team to be effec-
tively fulfilled. In the case of research projects, due to their inherent innovative nature,
the allocation of human resources becomes even more problematic. The almost standard
approach builds the research team around an existing project leader in a top-down fash-
ion, by considering not only the experience and expertise of team candidates but also by
trying to build an appropriate interpersonal environment to unleash creativity. This man-
ual allocation procedure [121] may provide beneficial results for small-sized projects
where the pool of available experts taken into consideration is narrow and their interper-
sonal relationships are known. As we may notice, this type of team formation procedure
has two evident drawbacks: it is subjective, being entirely dependent on project manager
viewpoints and feelings; and, it has a limited scalability, being unsuitable for medium- to
large-sized projects. This chapter aims to objectivize the research team formation process
and to offer much-needed higher scalability by investigating the scientific production of
the candidates with natural language processing means.

Our endeavor starts with a brief analysis of traditional team formation strategies and
their possible enhancement using data-driven techniques, followed by a survey of re-
lated work in data-driven team formation. Afterward, the needed team member skills
are investigated from both technical and teamwork perspectives to identify bibliographic
record fields that may be used as metrics to quantify these traits. Our approach to auto-

99
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matic research team formation is built upon a generalized model of the team formation
optimization problem, which is later customized and applied to derive the most appropri-
ate team composition using bibliographic metadata. Finally, an illustrative case study is
detailed.

7.1.1 Team Formation - From Traditional Strategies to Data-Driven Approaches

The success of any research project is undoubtedly determined by the quality and dedi-
cation of the team fulfilling it. Besides having a competitive pool of candidates to choose
from, assembling a high-performing team is always a complex and challenging task that
has no straightforward solution [122]. Bearing in mind that such a human resource alloca-
tion is done according to complex and sequential multicriterial decision-making actions,
an appropriate strategy has to be selected. Such strategies are basically derived from
the desired team organizational structure and their practical implementation is driven by
available knowledge and expectations of involving actors.

Team formation strategies

Theoretically, three team selection strategies can be pursued, two presuming a hierar-
chical organization of the team (i.e., top-down and bottom-up approaches) and one as-
suming a flat organizational team structure (i.e., self-organized and self-managed team
formation).

Top–down team formation strategy

A traditional and practical way to assemble a team is centered on the team leader’s expe-
rience and competence in guiding this human resource allocation process. The top-down
team selection approach is thus a sequential process initiated by the team leader, in which
team members are individually chosen by their direct managers.

In order to select the appropriate candidates, any team (or sub-team) leader has to
be aware of the entire picture of the team formation process. In this respect, deciding to
pick a particular candidate is determined not only by his/her individual competencies and
teamwork skills but also by the need to assemble a functional team covering all required
technical and non-technical facets related to the team objectives.

The top-down approach is exemplified in Figure 7.1, on a three-level team hierarchy.
In the first phase (specified by 1⃝), the team leader selects the sub-team leaders, con-
sidering, on the one hand, the overall objectives of the team and, on the other hand, the
sub-team leaders’ organizational abilities and expertise. Afterward, in the second phase
(specified by 2⃝), the sub-team leaders will select the team members belonging to their
own sub-teams.

The leader-controlled team formation is generally well-suited when the pool of can-
didates is relatively small and involved people already know the others. Initiated and
controlled by team leaders and subordinate managers this type of strategy is profoundly
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Figure 7.1: Top-down team formation for a three-level team hierarchy

biased since the team members are often selected based on feelings, opinions, and previ-
ous experiences. As a consequence, such teams are not always effective and successful
[123].

Bottom–up team formation strategy

A bottom-up team formation is a team self-organizing approach in which the team mem-
bers preferentially select their teammates and later choose the hierarchical leaders in a
democratic-like manner. Being generated by the members themselves based on technical
and personal affinities, such teams are usually characterized by stronger bonds resulting
in improved team morale, a diminished amount of friction, and improved communication
between members [124].

In Figure 7.2, a bottom-up team formation process for a three-level team hierarchy
is presented. The process is initiated by team members who organize themselves into
three separate groups (i.e., sub-teams #1, #2 and #3). Afterward, each of these sub-teams
selects its own sub-team leader (phase 1⃝), which is later involved in choosing the overall
team leader (phase 2⃝).

From the start of the team formation process, the team members have to be collec-
tively aware of all the project objectives the team needs to achieve and also of the need
to gather all the required competencies. From this perspective, assembling large teams
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Figure 7.2: Bottom-up team formation for a three-level team hierarchy

using a self-organizing approach is strongly bounded by the number of already existing
links between candidates. Moreover, due to the highly subjective nature of bottom-up
team formation process, this type of teams may suffer from a potential lack of technical
competencies in solving the project tasks [123].

Self-governing team formation strategy

Self-governing teams, also named egalitarian teams, are characterized by their complete
and collectively exercising authority over their composition and resources, or in choosing
and fulfilling their own goals. The team formation process is initiated by one or more
team members who sequentially select their peers considering their abilities, skills, and
interpersonal ties.

Figure 7.3 exemplifies such a self-organizing procedure where teammates are succes-
sively selected by their peers to meet the team’s objectives.

Self-governing teams are usually encountered in domains characterized by creative
thinking and problem-solving, and also by reduced formal interactions with the outside
world, such as small collectives working in exploratory research areas, start-ups, special
interest groups, think tanks or non-governmental organizations [125]. The freedom to
jointly establish the rules to follow, to cooperatively allocate resources, or to organize
the work obviously helps the team to reach its full potential. However, a team without a
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initiator

Figure 7.3: Self-managed team formation

leader (i.e., manager) may prove to be unrealistic in real-life circumstances [126], where
in most cases a representative has to assume the decision-making responsibility in front
of authorities or stakeholders (e.g., contracts or financial statements must be assumed by
a representative and not by the entire team). Thus, even the team members perceive their
team to be self-governing, in fact, in most cases, it is a bottom-up formed team. As a
consequence, the self-managed team is more a theoretical concept than a practical team
model.

The need for data-driven approaches for team formation

Traditional team formation strategies are in serious need of upgrading, mainly to improve
their scalability and to increase their objectivity. The following reasons sustain this idea:

• screening of very large pools of candidates is tedious, time-consuming and almost
unthinkable without automatic tools.

• every team formation problem is essentially a combinatorial multi-objective opti-
mization that becomes progressively harder to solve as the number of candidates
increases.

• evaluating candidates’ competencies and teamwork skills and also their possible
matching with other team members is biased by misconceptions, preconceptions
or personal feelings.
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• often, the preliminary filtering of candidates is done by outsiders (e.g., human
resource departments), with superficial knowledge regarding the team’s domain
and its future objectives, further increasing subjectivity.

• when the pool of candidates contains both already known and previously unknown
candidates, the latter are more prone to be excluded from newly formed teams.

• an appropriate level of diversity in team members’ expertise, an important factor
to be considered for highly-performing creative teams [127, 128], is hard to ensure
given the subjectivity of the team formation process.

In this context, the artificial intelligence approaches, coupled with the abundance
of available data regarding team candidates, may provide a solid basis for automatic or
semi-automatic team formation procedures.

7.1.2 Data-Driven Team Formation

Considering the rapidly increasing data volume about the candidates’ technical expertise
and their non-technical skills (e.g., candidates’ social media activity or profiles, publi-
cations, technical reports regarding projects, resumes, etc.), it becomes inappropriate to
manually assess the suitability of a given candidate to assume a team member role. In this
case, making use of the insights that the candidate-related data may provide represents a
promising strategy.

Data-driven team formation concept

The Data-Driven Team Formation (DDTF) concept may be defined as the set of meth-
ods and methodologies meant to assist the decision-making process when choosing an
optimal team using insights and information derived from data. Such a data-driven pro-
cedure to aid aggregating a team is triggered by a team initiator, who has the crucial
role in defining the team’s size, structure and objectives and who also makes the deci-
sions during the team formation process. Depending on the future involvement in the
teamwork, the initiator may be a team leader, a team member or even an outsider (e.g.,
managers or stakeholders who will not be a part of the team).

DDTF methodologies are centered on two main components: (a) a dataset compris-
ing information on candidates’ expertise and collaborative work capabilities; and, (b) a
combinatorial optimization model to formalize both the objectives and constraints re-
garding the team selection process. By leveraging candidates-related data and managing
it with the aid of algorithms and technology, we are able to generate relevant analytics to
support humans in team formation decision-making. Such methodologies can naturally
be described by the seven-phase sequence depicted in Figure 7.4 and briefly presented
below.
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Figure 7.4: Phases of the data-driven team formation

✦ Phase 1 – Understanding the context: when triggering the team formation process,
the team initiator must be keenly aware of the team-related issues including the team’s
mission, objectives, costs, deadlines, size, structure, etc.

✦ Phase 2 – Data acquisition & preprocessing: candidates-related information is ex-
tracted from diverse sources (e.g., documents, publications, social media streams) and
processed to reveal candidates’ characteristics such as technical or non-technical abilities
or availability. Irrelevant candidates are filtered out to ease optimization problem-solving.
It is noteworthy to mention that in order to increase the objectivity of the entire team for-
mation process, unbiased data sources should be considered.

✦ Phase 3 – Problem framing: since team formation is deemed as a combinatorial multi-
objective optimization problem, the team initiator needs to identify the criteria to be
optimized and the constraints that need to be met, carefully considering the available
data regarding candidates.

✦ Phase 4 – Optimization problem solving: a variety of discrete multicriterial optimiza-
tion techniques and solvers may be employed to obtain qualified teams to complete the
project.

✦ Phase 5 – Results presentation: the team optimization being multicriterial, a set of
results (i.e., optimal team compositions), accompanied by their characteristics, are pre-
sented to the initiator.

✦ Phase 6 – Decision making: the team initiator selects the most qualified team to fulfill
the objectives. If no team can be selected, the methodology will be restarted by consid-
ering adequate changes in Phases 2 and/or Phase 3.

✦ Phase 7 – Team gathering: the chosen team is mandated to fulfill the project.

Designing and implementing such a data-driven team formation decision-supporting
system can yield significant advantages including:

• Increased objectivity by fostering data-based decisions over feeling-based ones;
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• More transparent decisions, which are beneficial not only for selected team mem-
bers by increasing their self-motivation and responsibility but also for rejected can-
didates to improve specific aspects;

• A higher level of proactivity in decisions since choosing a team from a list of rec-
ommended teams comes with known advantages and disadvantages that the team
initiator is already aware of.

• Increased consistency of team formation decision making resulting from clear pat-
terns and metrics extracted from unbiased data sources.

• More likely to be automatized by identifying team formation patterns that may lead
to effective teams.

• Better control over certain aspects (e.g., functional diversity or shared history of
the team members) of team performance that are otherwise left in the background.

• Much larger teams may be formed because it is not necessary for the initiator to
have knowledge about candidates or their specific domains of expertise.

• Reducing the possibility of human error when selecting the team.

The DDTF methodology is feasible to be implemented in either an automatic or semi-
automatic manner, the resulting system being classified as both a data-driven decision
support system to help the initiator select a suitable team or a recommender system pro-
viding suitable team variants.

In the following sections of this chapter, we review the state of the art in the field and
devise a general data-driven team formation procedure based on a novel formalization
of the team formation optimization problem. This procedure is meant to help cope with
all three team formation strategies (i.e., top-down, bottom-up, and self-governing team
formation) and it will be particularized for employing bibliographic metadata in forming
research teams.

In our endeavor, we rely on the reasonable assumption that a research team’s success
crucially depends on its members’ expertise and teamwork skills, which can be inferred
from recorded past performances.

Related works in data-driven team formation

The use of computational procedures to solve team formation problems became ubiq-
uitous in various areas of our society, such as scientific research [122], manufacturing
[129], sports [130, 131], or software development [126]. This trend stems from the ne-
cessity to consider a variety of criteria and constraints as well as to restore the team
composition process tractability as the number of available candidates grows. Faced with
the rising complexity of human resource allocation and management, organizations are
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increasingly relying on data-driven solutions, mostly to mitigate the risks related to un-
informed and biased human judgments.

For the development of efficient data-driven team formation methodologies, two sci-
entific disciplines must work closely together [132]: mathematics and computer science;
as well as organizational psychology. While the former body of thinking provides tech-
niques, methods, tools, and algorithms to formulate and resolve the team formation op-
timization problem, the latter comes with invaluable insights that should be taken into
account while forming effective teams, especially regarding personal (e.g., conscien-
tiousness, openness, extraversion, neuroticism, or agreeableness [133]) and interpersonal
(e.g., leadership, conflict management, active listening, or clear communication) traits.

At first, the research regarding the team composition process in both computer sci-
ence and organizational psychology disciplines has developed independently. Team com-
position research within organizational psychology was mainly centered on finding and
experimentally analyzing the factors (i.e., personality traits of team members) correlated
with successful and effective teams [132]. In contrast, researchers in the computer sci-
ence field proposed team formation methodologies centered solely on applicants’ techni-
cal ability while ignoring collaboration competencies. Askin and Huang [129] reported
probably the first computational team composition technique back in 2001 where they
developed an integer linear programming model to compose a cellular manufacturing
team according to the workers’ technical aptitudes. Their investigation was soon fol-
lowed by several other related studies that are worth mentioning: de Korvin et al. [134]
came with a fuzzy logic based approach to effectively match teammates to fulfil multiple
stage projects by taking into consideration the required technical abilities and rather flexi-
ble cost allocation considerations; Hlaoittinun et al. [135] provided a method to compose
multidisciplinary teams that clusters the potential members based on an incidence matrix,
and draws the winning team by solving an integer programming optimization problem;
Özceylan [131] developed a method to select a high-performing soccer team that first
prioritizes the players using the Analytic Hierarchy Process and then uses a binary in-
teger programming model to derive the best team; and, Shah et al. [136] offer a team
formation method specifically suited for cybersecurity operations centers, that defines
the team requirements and then picks individuals, using a collaborative score metric, to
form collaborative teams that meet these requirements.

In the mid-2000s, there was a noticeable attempt to combine the expertise from
the fields of organizational psychology and computer science to create high-performing
teams, this tendency materializing in a consistent series of publications. Approaches that
integrated the candidates’ technical expertise with information about personal attributes
enabling effective teamwork (i.e., soft skills) gleaned from interviews offered a first step
in this direction. Two examples in this respect are presented by Fitzpatrick and Askin
[137] who employed the Kolbe Conative Index for evaluating the candidates’ tempera-
ment to complement their technical expertise, and, Chen and Lin [138] who utilized the
Myers-Briggs personality test for deriving candidates’ individual traits aimed to accom-
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pany the required technical competencies when forming multifunctional teams. While
such methods enhanced team cohesion by taking into account specific member char-
acteristics, they disregarded prior collaborations between the candidates. Lappas et al.
[45] made a significant advancement when they utilized an expert social network to rep-
resent interpersonal collaboration. They proposed a greedy-based strategy that creates
teams with the necessary expertise while minimizing communication costs (i.e., maxi-
mizing social compatibility) among members. A similar approach was reported by [139]
which formulated the team member selection as a generalized densest k-subgraph prob-
lem, where the collaborative compatibility of a given team is represented by the edge
density of the subgraph induced by vertices representing its members.

Over the past ten years, the problem of data-driven team composition has become
increasingly complicated due to the addition of different kinds of constraints, goals, and
criteria to be met. As a result, in addition to the already mentioned technical or non-
technical abilities of candidates, a variety of concurrent factors were taken into account,
including workload [140], members’ geographical proximity [141, 142], and operating
costs [143, 144]. Nevertheless, because of its strong correlation with specific scenarios,
the formulation of the optimization problem describing the research team formation is
still fragmented and incomplete. Besides some sporadic works (e.g. Selvarajah et al.
[145] employed a set of four criteria, namely the candidate expertise, communication
cost, collective trust, and, geographical proximity) a generalized optimization model of
research team formation has not been proposed. According to D’Aniello et al. [123], a
practical team formation strategy must take into account a set of characteristics that in-
cludes the specific competencies and skills of candidates; organizational restrictions such
as time, resource, and budget constraints; and, also the candidates’ desire to cooperate
and help each other. In this context, we aim to devise a generic and consolidated formu-
lation of the research team formation starting from a classic optimization model, namely
the set cover problem.

Another problem that we identified when surveying the scientific literature on data-
driven team formation methods is the notable lack of historical and unbiased public
datasets about candidates [143, 145]. In these circumstances, team composition exper-
iments often relied on artificially generated or simulated data. Following the line taken
by Lappas et al. [45], which employed data extracted from the DBLP database when
constructing research teams, we intend to use bibliographic sources to derive not only
candidates’ domains of expertise but also insights about their teamwork abilities.

Proposed methodology

A central role in our approach is played by a general data-driven team formation decision-
making module, outlined in Figure 7.5. This module may be simply particularized to aid
the team composition process, whatever team formation strategy we use.

A team formation procedure is triggered by a person we name initiator. Depending
on the type of team he/she intends to construct, the initiator may be a team leader, team
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Figure 7.5: Data-driven team formation module

member, or outsider. Bearing in mind the research project (i.e., specifications, require-
ments, and objectives of the research) that the team has to fulfill and the organizational
context (e.g., costs and availability of the candidates), the initiator is required to perform
three actions:

(a) formalize the optimization problem that underlies team formation; this action de-
mands a precise formulation of the objectives to be optimized and related con-
straints and, eventually, given that the problem is generally NP-hard to solve [146],
a selection of the problem-solving approach.

(b) establish the candidates’ prefiltering rules; these rules are closely related to the
optimization problem previously formulated and are meant to provide a reasonably
large pool of candidates by excluding the ones the initiator finds irrelevant.

(c) decide the team to fulfill the research project; since team formation is generally
a non-trivial multicriterial optimization problem, there is no single solution to op-
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timize all its objectives simultaneously. Thus, the team initiator needs to analyze
the strengths and weaknesses of each team recommended by the semi-automated
procedure and pick the best-suited one.

In the first phase, information regarding candidates’ technical and non-technical com-
petencies is acquired from reliable and, if possible, unbiased sources. Afterward, iden-
tified candidates are shortlisted using the set of prefiltering rules, tailored explicitly by
the initiator in accordance with the project type and the formulated team formation op-
timization problem. Considering the shortlisted pool of candidates, the recommended
teams are extracted by solving the multi-objective team formation optimization problem.
In the final stage, the initiator selects the best team by making a trade-off between differ-
ent criteria.

In the case of research teams, a suitable source of knowledge regarding possible team
members is represented by bibliographic databases, which provide valuable information
about competencies and past collaborations among researchers.

7.1.3 Researcher Skills and Their Reflection in Bibliographic Metadata Fields

A team can be defined as a group of two or more people accomplishing interdependent
tasks toward attaining a common objective [147, 148]. When performing as a cohesive
unit, a team is able to provide higher performances than the sum of all its members’
performances when working alone [149]. Such a functioning social system is built on
three pillars [150]:

• context – the circumstances and rationales related to team formation and its future
dynamics. These conditionalities are closely related to the project type and objec-
tives, to the estimated team cost and completion time, or to the needed institutional
and technical support [151].

• identity – the need that the team members to recognize themselves and also act
as a team; By this, members perceive their values to be aligned with the team
characteristics and activities, allowing them to establish or maintain a healthy team
relationship [152].

• teamwork – the members’ capacity and desire to collaboratively work in order to
achieve a shared goal. When performing a collective task, the coordinated effort
needs to be backed up by a set of behaviors, skills and attitudes corresponding to
each team member, including shared vision, mutual dependency, effective commu-
nication, conflict resolution, and trust [153].

By analyzing these three underlying components, we may conclude that high-functioning
teams cannot be the result of coincidence but of a carefully designed team selection pro-
cess relying on individual and team-related skills evaluation. Given the novelty-oriented
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nature of research teams, where members’ complementary knowledge and skills are
specifically geared toward boosting creativity, innovation, and problem-solving, team
formation becomes even more challenging.

Our effort to develop data-driven research team formation methods started with a
thorough analysis of how evaluations of candidate skills can be derived from publication-
related data. Researchers have already confirmed the utility of bibliographic/bibliometric
data when building research teams. They generally employed co-authorship graphs ex-
tracted from the DBLP database to identify candidates’ domains of expertise or their
previous work in teams [45, 154, 155]. In our perspective, besides the number and au-
thorship of publications used to build such collaborative graphs, the bibliographic records
may offer additional information worth exploiting when evaluating candidates, namely
citation and accession counts or authors’ affiliation.

Evaluating candidates’ skills from bibliographic records

Assessing candidates to fill a member role inside a research team is generally done by
considering their proven or potential individual and interpersonal skills. In this perspec-
tive, besides the candidate’s technical knowledge, expertise, and experience, a set of
teamwork-related abilities including communication, collaboration, listening, idea shar-
ing or conflict resolution, have to be considered.

A. Technical skills

In the context of this work, we define technical skills related to a candidate as the spe-
cialized knowledge, expertise, and experience required to undertake research activities in
a particular domain. These individual skills are widely recognized as critical elements of
any collaborative research project [156, 157], but converting them to collective capabili-
ties represents a crucial desideratum of any highly effective research team.

In the attempt to evaluate individual expertise and experience in a given scientific
area, bibliographic records represent a practical and valuable resource. In our view,
the following descriptive and quantitative information embedded in publication-related
metadata may be employed to derive the researcher’s areas of interest and corresponding
expertise levels:

• publication’s title, abstract, and keywords fields;

• publication’s authors and their affiliation;

• publication date;

• number of citations received by the publication;

• downloading or viewing counts associated with the publication.

To identify if researchers have competencies in a given scientific domain, we may apply
NLP procedures to identify occurrences of domain-characteristic key terms within titles,
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abstracts and keywords of their publications [158]. Additionally, the researchers’ levels
of expertise in a specified area can be derived from the number of publications, number
of citations received and number of downloads/views of the publications written in that
area.

Information extracted from publication-related metadata may be combined with the
time distribution of the candidate’s publications or with appropriate author/publication-
level metrics (e.g., h-index, journal impact factor) to provide a much deeper interpreta-
tion.

B. Teamwork skills

Research team performance is crucially affected by the mixture of member person-
alities and attitudes which needs to functionally complement the ensemble of members’
technical competencies. In this context, besides individual knowledge and expertise, a
set of interpersonal competencies, that we refer to as teamwork skills, have to be thor-
oughly considered when trying to form a high-performing research team. Such personal
traits, including collaboration and communication, conflict management, or maintaining
a positive attitude, need to characterize relationships with other potential team members.

While the technical skills of a candidate can be adequately evaluated from recorded
information (e.g., publications, reports), interpersonal skills are much harder to assess by
outsiders only based on reported data [159]. This is both because interpersonal relations
are primarily a matter of feeling and emotion, and because such historical information is
generally not recorded during or after a research project is completed.

However, bibliographic metadata still offer useful information to rank the teamwork
abilities of candidates. In this respect, we need to analyze the lists of authors corre-
sponding to the candidate’s publications. To build a high-performing team, we intend
to favor candidates who have already worked effectively together (i.e., groups of can-
didates who were co-authors of some publications) and authors who have proven their
teamwork skills in various collectives (e.g., candidates that have a higher total number of
co-authors or a higher average number of co-authors per publication). The scientific lit-
erature on the subject reduces the complex cooperation inside the groups of co-authors to
dyadic collaborations between pairs of co-authors by focusing the analysis on extracted
co-authorship networks [45, 154, 155]. This approach obviously neglects the holistic
nature of intra-group relationships. To solve this problem, we intend to facilitate the in-
sertion of information regarding group relationships in the team formation optimization
process.

7.2 Formalizing the Team Formation Optimization Problem

We aim to derive a general multi-objective combinatorial optimization model able to
cope with research team formation specificities that besides the required task coverage
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also include aspects regarding team coherence, members’ expertise, and redundancy-
related issues. In this endeavor, we begin with a very simple optimization model and we
successively generalize it to incorporate a variety of team formation facets.

7.2.1 A Set Cover Model of the Team Formation Problem

The team composition process can be mathematically modeled as a combinatorial opti-
mization problem, that in our perspective may be suitably derived based on the standard
set cover model [160] described as follows. Considering P to be a project encompassing
n different tasks (i.e., P = {task1, task2, ..., taskn}) and a pool of m candidates, each
characterized by a subset of competencies Si ⊆ P with i = 1, ...,m in fulfilling the tasks
included in the P universe, we aim to find a team having a minimal number of members
that is able to cover all tasks from P . This optimization problem is coined as the set cover
optimization and is described by the following model:

minimize
∑
Si∈S

xSi (7.1)

subject to
∑
Si∈S

xSi ≥ 1 for all e ∈ P (7.2)

with xSi ∈ {0, 1} being binary flags, xSi = 1 denoting the inclusion of the candidate i
in the optimal team. Considering X=<xS1 , ..., xSm> an m-tuple containing all the xSi
binary flags, we may reformulate the classic set cover problem, specified by (7.1) and
(7.2), as the search for the minimum number of ones in X .

The set cover problem is one of the 21 standard NP-complete problems from the
renowned Karp’s list published in 1972 [160] and has been used in a large number of
applications in the fields of computer science, combinatorics, operations research, or
complexity theory.

In our attempt to generalize the set cover model, we first reshaped (7.1) by allocating
weights wSi to each potential team member i and also included a new parameter (i.e., τ
in (7.2)) to control the redundancy required in the team member expertise to fulfill the
tasks e ∈ P . As a consequence, we obtained the weighted set multicover problem [161],
described by the following model:

minimize
∑
Si∈S

wSi · xSi (7.3)

subject to
∑
Si∈S

xSi ≥ τ for all e ∈ P (7.4)

To further generalize the optimization model that characterizes the team formation
process, we derived two generalized objective functions that besides the number or cost
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of team members are meant to effectively address issues regarding team coherence, team
member expertise or team’s organizational context:

(a) Generalized Global Objective (GGO) – is able to cope with per-team/global de-
scriptors, like the overall team costs, or the team size; and,

(b) Generalized Mean Objective (GMO) – is able to cope with average value team
descriptors, like the average number of past inter-member collaborations or the
mean value of team expertise.

To obtain the GGO form of the objective functions, we expanded (7.3) by replacing
candidates, each being specified by the corresponding xSi binary flag, with groups of
candidates that can be indicated by products of individual binary flags. For this, let us
consider a setX(k) of all sub-tuples drawn from the overallm-tupleX having k (k ≤ m)
ordered elements. In this case, the objective function may be written in the form:

(GGO) : optimize
∑

j=1...(mk )
Si∈S

W
(k)
j · ⊓(k)

j (7.5)

where ⊓(k)
j are products of all elements xSi in the k-tuples X(k) of binary flags, while

W
(k)
j represent the corresponding weights.

As an illustrative example to help clarify the ⊓(k)
j notation, let us consider a pool of

five candidates (m = 5) and a group size k = 3. In this case, we will have
(
5
3

)
= 10

such products, denoted as follows: ⊓(3)
1 = xS1 · xS2 · xS3 ; ⊓(3)

2 = xS1 · xS2 · xS4 ;
⊓(3)
3 = xS1 ·xS2 ·xS5 ; ⊓(3)

4 = xS1 ·xS3 ·xS4 ; ⊓(3)
5 = xS1 ·xS3 ·xS5 ; ⊓(3)

6 = xS1 ·xS4 ·xS5 ;
⊓(3)
7 = xS2 · xS3 · xS4 ; ⊓(3)

8 = xS2 · xS3 · xS5 ; ⊓(3)
9 = xS2 · xS4 · xS5 ; and, ⊓(3)

10 =
xS3 · xS4 · xS5 .

It is worth mentioning that the GGO generic form (7.5) covers both maximization
(e.g., objectives regarding the team expertise or its coherence) and minimization (e.g.,
objectives regarding the team size or team costs) objective functions.

In order to obtain the GMO type of objective function, we may simply divide the
optimized quantity in (7.5) by the total number of k-sized groups existing inside the
winning team:

(GMO) : optimize
1(∑

Si∈S xSi
k

) ·
∑

j=1...(mk )
Si∈S

W
(k)
j · ⊓(k)

j (7.6)

with
(∑

Si∈S xSi
k

)
being the total number of possible combinations of candidates in the

winning team choose k.
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To further generalize the considered set cover model, in (7.4) we may include frac-
tions of coverage αSi,e (i.e., availability coefficients) in fulfilling the tasks e ∈ P corre-
sponding to each of the possible team members, and also a task-related value τe of the
redundancy:

(CSTR) :
∑
Si∈S

αSi,e · xSi ≥ τe for all e ∈ P (7.7)

7.2.2 A Generalized Optimization Model of the Team Formation Problem

Having the two generic optimization functions specified by (7.5) and (7.6) and the gen-
eralized version of the constraint (7.7), we may describe the team formation problem by
the following complex multi-objective model:

(GGOs): optimize
∑

j=1...(mkq)
Si∈S

W
(kq)
j · ⊓(kq)

j with q = 0, 1, ..., Q and kq ∈ N∗

(7.8)

(GMOs): optimize
1(∑

Si∈S xSi
kr

) ·
∑

j=1...(mkr)
Si∈S

W
(kr)
j ·⊓(kr)

j with r = 0, 1, ..., R and kr ∈ N∗

(7.9)

(CSTR): subject to
∑
Si∈S

αSi,e · xSi ≥ τe for all e ∈ P

(7.10)

with Q representing the number of generalized global objectives (GGOs) and R specify-
ing the number of generalized mean objectives (GMOs). Since our optimization model
needs at least one objective function, Q and R need to satisfy the condition Q+R > 0.

The notations used in the (7.8)- (7.10) model are as follows:
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Notations:

P project comprising a set of tasks
e task from P (e ∈ P )
m number of potential team members (candidates)
Si set of tasks that may be fulfilled by candidate i,
xSi binary flag related to candidate i (xSi = 1 if the candidate i is a member of

the team)
S set of all candidates’ abilities S = {Si|i = 1, ...,m} - is a set of sets
k size of the considered group
⊓(k)
j jth product of k different candidate flags xSi , with j = 1...

(
m
k

)
W

(k)
j weights corresponding to products ⊓(k)

j

Q number of generalized global objectives (GGOs)
R number of generalized mean objectives (GMOs)
τe redundancy for covering the task e ∈ P

Regarding the (7.8)- (7.10) optimization model, the following observations are worth
noting:

• if only a single objective function of GGO type is considered (i.e., R = 0 and
Q = 1) and k = 1, the generic model (7.8)-(7.10) is reduced to the standard
weighted set multicover model described by (7.3) and (7.4);

• the GGO and GMO objective functions may effectively be configured to cover
either candidate-related characteristics if k = 1, or interpersonal aspects if k ≥ 2;

• analyzing the sums in (7.8) or (7.9), we may notice that they only retain the rela-
tionships among the k team members belonging to the winning team (only in this
case the products are non-zero);

• there may be more than a single objective associated with a given kq (e.g., to form a
research team, we may consider previous dyadic collaborations by maximizing not
only the number of co-authored publications but also the number of co-authored
patents or the research grants in which both the authors participated). This remark
is also true in the case of kr;

• if the optimization model (7.8)-(7.10) includes both minimization and maximiza-
tion types of objectives, it may simply be reshaped into a multi-objective minimiza-
tion model by switching the weights’ signs in the maximization objective functions
using either W(kq)

j = −W (kq)
j or W(kr)

j = −W (kr)
j ;

• if a given candidate i needs to be included in the winning team, we have to incor-
porate a supplementary constraint into the model (7.8)-(7.10), namely xSi = 1;
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• if we intend compelling the mutual exclusion of two candidates i and j (i.e., the
two candidates cannot be members of the same team), the following constraint
needs to be incorporated in the (7.8)-(7.10) model: xSi + xSj ≤ 1.

To illustrate how the GGO and GMO objective functions can be configured to catch
certain team-related aspects, we provide the following set of examples:

a. team size minimization:
minimize

∑
Si∈S

xSi (7.11)

b. team cost minimization:

minimize
∑
Si∈S

CSi · xSi (7.12)

where CSi represents the cost associated with the candidate i.

c. optimization of the distance from the members’ locations to the team workplace:

minimize
∑
Si∈S

DistSi · xSi (7.13)

withDistSi being the distance covered by the team member i when going to work.

d. optimization of the mean expertise of team members:

maximize
1(∑

Si∈S xSi
1

) ·
∑
Si∈S

ExpSi · xSi (7.14)

with ExpSi being an expertise-related parameter corresponding to the overall ex-
pertise of the candidate i.

e. optimization of the mean past dyadic collaboration number:

maximize
1(∑

Si∈S xSi
2

) ·
∑

j=1...(m2 )
Si∈S

Dyad
(2)
j · ⊓(2)

j (7.15)

withDyad(2)j being the total number of existing collaborations involving the j pair
of candidates.
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f . optimization of the mean past triadic collaboration number:

maximize
1(∑

Si∈S xSi
3

) ·
∑

j=1...(m2 )
Si∈S

Triad
(3)
j · ⊓(3)

j (7.16)

with Triad(3)j being the total number of existing collaborations involving the j
group made of three candidates.

Integrating the proposed generic team formation model into specific scenarios

The generic model, specified by (7.8)-(7.10), can be simply particularized to effectively
and entirely formalize the egalitarian team formation procedure from scratch or the com-
pletion of an existent egalitarian team. Furthermore, the aforementioned optimization
model may be used as a helpful instrument in both the top-down and bottom-up team
formation paradigms to fill non-managerial positions.

A. Team formation

A team initiator, possessing all the needed knowledge (e.g., information regarding
team objectives, size, or structure) about the team to be formed and being the one in
charge of making all the strategic decisions throughout the team formation, will trigger
this process. To deal with the anticipated position of the team initiator within the future
research team (i.e., a member of the team or an outsider), we can reshape the optimization
model (7.8)-(7.10) forcing the initiator’s binary flag xSψ on 1 if he/she intends to be a
team member and 0 otherwise. As a result, the adjusted optimization model will have the
following form:

(GGOs): optimize
∑

j=1...(mkq)
Si∈S

W
(kq)
j · ⊓(kq)

j with q = 0, 1, ..., Q and kq ∈ N∗

(7.17)

(GMOs): optimize
1(∑

Si∈S xSi
kr

) ·
∑

j=1...(mkr)
Si∈S

W
(kr)
j ·⊓(kr)

j with r = 0, 1, ..., R and kr ∈ N∗

(7.18)

(CSTR1): subject to
∑
Si∈S

αSi,e · xSi ≥ τe for all e ∈ P

(7.19)

(CSTR2): xSψ =
{1 the initiator ψ will be a team member
0 otherwise

(7.20)
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Here, (7.20) specifies the initiator’s involvement in the resulting team, while Q and R
need to satisfy the condition Q+R > 0 since at least an objective function is needed.

Even though the optimization model (7.17)-(7.20) was developed to formalize the
egalitarian team formation process, it is also suitable to be utilized in the bottom-up
or top-down approaches for filling non-managerial positions. For the top-down team
formation procedures, the managers (i.e., team or sub-team leaders) may be selected by
their superiors, while for the bottom-up approaches, a voting strategy may be employed
to cover the managerial positions.

B. Completion of existing teams

A successful team may be perceived as a complex living organism that must con-
stantly adapt to the environment where it operates. To strengthen its potential to generate
added value, the team must be periodically reformed for an assortment of reasons like
the necessity to eliminate lethargic, incompatible, inefficient, or unwilling members; the
need to add new members able to cope with newly discovered challenges or to replace
the ones who have left the team; etc. From this perspective, a team completion proce-
dure needs to be immediately carried out every time a position becomes vacant. In such
a scenario, the model (7.8) - (7.10) needs to be enhanced by including constraints that
force the values of the binary flags xSϵ associated with all already-occupied team member
positions to be equal to one:

(GGOs): optimize
∑

j=1...(mkq)
Si∈S

W
(kq)
j · ⊓(kq)

j with q = 0, 1, ..., Q and kq ∈ N∗

(7.21)

(GMOs): optimize
1(∑

Si∈S xSi
kr

) ·
∑

j=1...(mkr)
Si∈S

W
(kr)
j ·⊓(kr)

j with r = 0, 1, ..., R and kr ∈ N∗

(7.22)

(CSTR1): subject to
∑
Si∈S

αSi,e · xSi ≥ τe for all e ∈ P

(7.23)

(CSTR2): xSϵ = 1 for all ξ ∈ Ξ
(7.24)

with Ξ being the set of existing team members. Supplementary, to have at least one
objective function, the Q+R > 0 condition must be satisfied.

Using the team completion problem described by the model (7.21)-(7.24) we are now
able to effectively identify the optimal candidates to be added to the existing team.
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Considerations on solving the generic team formation optimization problem

In the general case, the multi-objective optimization problems, since the objective func-
tions normally conflict with each other, are not straightforward to solve. From this per-
spective, the problems (7.8)-(7.10), (7.17)-(7.20), or (7.21)-(7.24) make no exceptions.
To overcome the challenges in tackling such complex problems, we may rely on the par-
ticularities of the research team formation. Firstly, we may observe that this process is
usually not a very time-critical one (i.e., a research team is often built in days or even
weeks). Secondly, a carefully designed candidate shortlisting process may be employed
to reduce the complexity of the optimization problem. In this respect, we may for ex-
ample retain only the candidates who have authored at least three scientific publications
[45], drop the candidates with no authored publications in the last five years, or exclude
the candidates having less than fifty citations. After that, we might employ the following
strategies to address the issue:

- in case the shortlisted pool of candidates has a size of a couple of hundreds, a
brute-force approach, that considers all possible combinations and afterward de-
cides which one is the best, may be appropriate.

- in case the objective functions may be ranked according to their functional rele-
vance, a lexicographic approach [162] may be employed.

- in case the size of the pool of candidates is very large and methods to decrease the
number of objectives (e.g., ϵ - constraint method or linear scalarization [163]) are
likely to be unsuitable, an evolutionary optimization method, like NSGA-II, may
be chosen.

NSGA-II method

The general goal when solving a multi-objective optimization problem is to find the non-
dominating set of solutions that cannot be improved simultaneously in all objectives (i.e.,
Pareto front). From the pool of available approaches for locating Pareto fronts, evolu-
tionary methods have proved extremely successful by operating with a large population
of solutions from which the Pareto dominance relationship may be constructed.

A popular evolutionary technique for solving combinatorial multi-objective optimiza-
tion problems is NSGA-II [164]. It directly targets the non-dominated solutions by using:
(i) an elitist concept that gives the opportunity for the population’s elites to be replicated
in the following generation; and, (ii) an explicit diversity-preserving mechanism based
on crowding distance.

The NSGA-II algorithm is presented in Figure 7.6 and is briefly described as fol-
lows. The parent population Pt of size N and the standard genetic operators (i.e., binary
tournament selection, crossover, and mutation) are initially used to construct the N -sized
offspring population Qt at any generation t. The two populations are then blended to
create a new population Rt of size 2N , which is classified into distinct non-domination
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fronts Fi. Only N slots will be retained for constructing the new population Pt+1 by first
dropping the populations not linked with a front and, if needed, the populations associ-
ated with the last front having the lowest crowding distances.

non - dominated
       sorting

crowding distance
         sorting

P

Q

t

t

P
t+1

F
1

F
2

F
3

rejected

R t

Figure 7.6: NSGA-II procedure

In our implementations, we used NSGA-II Python function from the pymoo library
[165].

Example: Data-driven egalitarian team formation for a welding research project
Let us consider a research team formation process having three objective functions,

namely the minimization of the team size, maximization of the mean technical expertise
of team members, and, maximization of the mean inter-member familiarity. We also con-
sider the dataset depicted in [166] comprising information about the competence level,
expressed as Personal Knowledge Scores (PKSs), of a pool of 45 researchers and their
dyadic collaborative interactions, described as Familiarity Scores (FSs), in four scientific
areas, namely arc welding, strip casting, water cooling, and magnesium alloy. The dataset
contains insights extracted from 576 publications, including 158 patents, 197 project re-
ports, and 221 articles, reported during the 2001–2006 time interval.

To derive the optimal teams to fulfill a project in the field described by the four scien-
tific areas (i.e., P={’strip casting’, ’magnesium alloy’, ’arc welding’, ’water cooling’},
we start with the particularization of the model (7.8)-(7.10). First, we selected the mini-
mal redundancy for each of the four scientific areas to be τ = 2.2. Since the candidate’s
expertise and their dyadic collaboration counts are naturally suited to maximization ob-
jectives, we had to switch from maximization objective functions to minimization ones,
the resulting model having the following form:
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(f1): minimize
∑
Si∈S

xSi (7.25)

(f2): minimize
1(∑

Si∈S xSi
1

) ·
∑
Si∈S

InvExpertiseSi · xSi (7.26)

(f3): minimize
1(∑

Si∈S xSi
2

) ·
∑

j=1...(m2 )
Si∈S

InvCollaboration
(2)
j · ⊓(2)

j (7.27)

subject to τe −
∑
Si∈S

αSi,e · xSi ≤ 0 for all e ∈ P (7.28)

The weights corresponding to (7.26)-(7.28) have been derived based on PKS and FS
descriptors using the following relations:

InvExpertiseSi = 1− 1

4
·
∑
e

PKSSi (7.29)

InvCollaboration
(2)
j = 1− FS(j) (7.30)

αSi,e = PKSSi,e (7.31)

Using the pymoo multi-objective optimization library [165], a Python program was
created to solve the multi-objective combinatorial problem (7.25)-(7.28). We chose the
NSGA2() function included in the pymoo package to implement the Non-dominated Sort-
ing Genetic Algorithm II (NSGA-II) solver [164], defining the optimization model to be
of ElementwiseProblem type (i.e., a single solution is evaluated at a time). This procedure
is governed by the following set of parameters:

• number of objective functions: 3

• number of constraints: 4

• optimization type: ElementwiseProblem - it evaluates the candidate solutions one
by one

• sampling mechanism: binary random sampling

• crossover mechanism: two-point crossover

• mutation mechanism: bit flip mutation

• size of population: 100

• number of generations: 50
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• Python function: NSGA2() from pymoo library [165].

The obtained set of 28 non-dominant solutions is displayed in a parallel-coordinate
representation (Figure 7.7) and also as a scattered plot (Figure 7.8). In these figures, we
highlighted the four non-dominant solutions characterized by f1 = 9 (i.e., teams having
a minimal size: nine members), their composition and objective function values being
specified in Table 7.1.

f1 f2 f3

9.00

13.00

0.71

0.76

0.73

0.88

Solution A
Solution B
Solution C
Solution D

Figure 7.7: The set of non-dominant solutions as a parallel coordinate plot

We may notice that Solution A provides the best values for the first two objectives that
control the team size and the average team expertise, namely f1 = 9 and f2 = 0.7086,
while its collaborative prospects are low (i.e., f3 = 0.8769 is much higher than the
minimum valuemin(f3) = 0.7287). The other three solutions having a minimal number
of f1 = 9 members, namely B, C, and D, characterize teams with average values of
expertise and also low collaborative expectations.
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Figure 7.8: The set of non-dominant solutions as a scatter plot

7.3 Bibliographic Data-Driven Research Team Recommender

7.3.1 Formalization of Research Team Optimization Problem From Bibliographic

Metadata

Formalizing a team formation optimization problem not only depends on the project the
team has to fulfill or the potential pool of candidates but also on the type, size, quality,
and reliability of available data regarding team candidates. From this perspective, bibli-
ographic/bibliometric metadata provide meaningful insights about researchers’ expertise
and their personality and teamwork profiles.

The history of using bibliographic records for research team formation goes back to
2009, when Lappas et al. [45] interrogated the DBLP database to acquire raw data about
candidates. They used paper title and authorship metadata fields to obtain researchers’
areas of expertise, and paper authorship fields to infer the co-authorship graph. After-
ward, the citation counts bibliometric field [167, 168] was considered for assessing the
influence of an author or paper, while the keywords field was used to complement the
title when discovering the researchers’ areas of expertise [169]. Carefully analyzing the
structure of paper metadata records, we consider that the list of mentioned bibliographic
metadata fields that may be employed when evaluating researchers can be expanded by
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Table 7.1: Optimal teams with nine members

Solution f1 f2 f3 Member IDs

A 9 0.7086 0.8769 ID10;ID15;ID17;ID20;ID24;ID29;ID33;ID34;ID36
B 9 0.7238 0.8769 ID10;ID15;ID17;ID20;ID24;ID29;ID32;ID34;ID36
C 9 0.7278 0.8697 ID10;ID17;ID18;ID20;ID24;ID29;ID32;ID34;ID36
D 9 0.7397 0.8369 ID10;ID15;ID16;ID20;ID24;ID29;ID30;ID32;ID34

including the paper abstract alongside the title and keywords fields to find the candi-
dates’ areas of expertise, and download counts in correlation with citation counts for
revealing the influence of an author or publication. Furthermore, we consider that in-
terpersonal collaborations may be better understood by taking into account not only the
past dyadic cooperations between candidates, but also existing candidates’ collaborations
inside groups larger than pairs (e.g., triadic, or tetradic inter-candidates collaborations).
Based on these considerations, in this paragraph, we suggest a general research team
formation model.

Our endeavor to develop a research team formation methodology driven by candidates-
related information extracted from publication metadata begins with a thorough exam-
ination of bibliographic metadata from the perspective of candidates’ assessment and
continues with problem formalization and solving,

Employing bibliographic metadata fields in candidates’ assessment [18]

In our view, the information provided by bibliographic records may be employed to:

• identify the Researcher’s Areas of Expertise (RAE) using information from all
the three metadata fields that are meant to effectively summarize the content of the
publication (i.e., ’title’, ’keywords’, and ’abstract’). For this, we need to extract
the pertinent key terms that best encapsulate the researcher’s scientific production
using appropriate NLP approaches and associate these terms with scientific areas.

• compute four candidate-related indices able to reflect the researcher’s technical
and teamwork abilities, as follows:

⋄ Researcher’s General Expertise (RGE) that can be derived based on the
number of publications, number of citations, and number of downloads. Since
the number of publications of a specified author can be determined by count-
ing the number of her/his bibliographic records, the number of downloads
or citations can be calculated by summing up the ’download counts’ and
’citation counts’ metadata fields, respectively. It is worth mentioning that
the RGE is an overall indicator that considers the entire scientific output
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of a researcher, measuring the researcher’s reputation. Alternatively, if al-
ready computed indexes are available (e.g., the h-index in Scopus or WoS
databases), they may also be utilized.

⋄ Researcher’s Level of Expertise in a Given Area (RLEGA) that can be
obtained from the number of scientific publications in that specific area and
the related number of citations and downloads. The mechanism to derive
these values is almost identical to the one employed when evaluating the
RGE except it only considers the publications characterized by key terms
belonging to the set of scientific area’s relevant key terms.

⋄ Researcher’s Collaboration Ability (RCA) that can be assessed by using
the total number of her/his co-authors and the number of co-authors hav-
ing other affiliations. While the first one provides a general view of the re-
searcher’s collaborative prospects, the second one may be especially impor-
tant in the case of projects involving multicultural, multilingual, and multina-
tional research teams.

⋄ Interpersonal Collaborations Inside Specified Groups (ICISG) that can
be derived from the total number of already-existing collaborations inside
that particular group. Since a group of researchers may have two, or more
members, their fruitful collaboration can be described by a greater number
of past collaborations (i.e., all individuals in that group are co-authors of the
same publications.)

The utilization of bibliographic record fields in identifying and assessing the abilities
of candidates or groups of candidates is displayed in Table 7.2.

The four indicators that can be computed using information extracted from a corpus
of bibliographic metadata, namely RGE, RLEGA, RCA, and ICISG, represent the pillars
of our methodology, their formalization being provided and discussed later in this section.

Proposed bibliographic data-driven egalitarian team formation methodology

Driven by the candidate-related insights extracted from the bibliographic metadata, we
propose a general methodology for egalitarian research team formation. The flowchart
of this methodology that implements a human-in-the-loop recommendation system is
displayed in Figure 7.9. As we may notice, the recommender has the following set of
inputs: (i) a carefully curated corpus of bibliographic metadata; (ii) the specifications of
the research project to be fulfilled; and, (iii) details regarding the organizational context
where the resulting research team will operate.

The first stage of this procedure is focused on publication metadata preprocessing and
candidates’ evaluation. It offers a core set of indicators regarding candidates’ technical
and non-technical abilities. By describing the overall scientific activity of the candidates,
the RGE, RCA, and ICISG indices are not project-dependent. To obtain the RLEGA
indicator, we have to focus only on the set of key terms that precisely characterize the
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Table 7.2: Bibliographic metadata utilization in research team formation [18]

Publication Metadata Field Id
en
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y
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te

R
LE
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A
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al
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R
C

A

Ev
al

ua
te

IC
IS

G

title ✓ – – – –
abstract ✓ – – – –
keywords ✓ – – – –
author name ✓ ✓ ✓ ✓ ✓
author affiliation – – – ✓ –
citing paper count – ✓ ✓ – –
citing patent count – ✓ ✓ – –
downloads count – ✓ ✓ – –
paper ID – ✓ ✓ ✓ ✓

areas of expertise covered by the project. Thus, we must identify the set of project’s
relevant key terms from the overall list of terms output by the ’identify RAE’ block. In
the case one or more such key terms are not comprised in the overall key term list, the
publication metadata corpus needs to be reprocessed by searching for these terms within
the publications’ ’title’, ’keywords’, and ’abstract’ fields.

In the next stage of our methodology, the team formation problem formalization is
performed considering the required candidates’ features, available information about the
research project, and organizational context (e.g., budget, interaction with other research
projects, location, research infrastructure, etc.). As a result, a project-specific multi-
objective combinatorial optimization problem is obtained, which may afterward be re-
shaped or even simplified to meet the requirements of a chosen problem solver method.

The list of suggested teams is provided to the initiator who may pick her/his favoured
team composition. If the process outputs inadequate results (e.g., conflicting or inappro-
priate research teams), the initiator may restart the team formation sequence by making
appropriate changes inside the preceding stages (e.g., trying to collect new and more
extensive information, modifying the problem formulation by reshaping the objective
functions or the constraints, or choosing another solver).

As it may be noticed from Figure 7.9, our proposed methodology is a human-assisted
one, where the team initiator plays a decisive role not only in formulating the optimization
problem, but also in choosing the solving method, or in picking the most appropriate team



128 CHAPTER 7. RESEARCH TEAM RECOMMENDER

to fulfill the research subject.
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Team Formation
Problem Formulation
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select the research team
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Team Formation
Problem Solving
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organizational context

formalize the optimization problem
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Figure 7.9: Bibliographic data-driven research team recommender framework [18]

General team formation problem with bibliographic metadata inputs

Driven by the four candidates-related indicators (i.e., RGE, RCA, ICISG, and RLEGA)
extracted from bibliographic records, we suggest the following formalization for the egal-
itarian team formation optimization problem [18]:



7.3. BIBLIOGRAPHIC DATA-DRIVEN RESEARCH TEAM RECOMMENDER 129

(F1): minimize
∑
Si∈S

xSi (7.32)

(F2): maximize
1(∑

Si∈S xSi
1

) ·
∑
Si∈S

RGESi · xSi (7.33)

(F3): maximize
1(∑

Si∈S xSi
1

) ·
∑
Si∈S

RCASi · xSi (7.34)

(F4): maximize
1(∑

Si∈S xSi
2

) ·
∑

j=1...(m2 )
Si∈S

ICISG
(2)
j · ⊓(2)

j (7.35)

subject to
∑
Si∈S

RLEGASi,e · xSi > τ for all e ∈ P (7.36)

The objective functions (F1)-(F4) minimize the number of team members (F1), and
maximize the average team member’s general expertise (F2), the average team member
collaboration prospects (F3), and the average collaboration between pairs of team mem-
bers (F4). Moreover, the constraint guarantees that any scientific area, characterized by
the e key term, of the research project, is adequately covered with expertise with a τ
redundancy. The remainder of the notations are briefly described as follows:

Notations:

P project comprising a set of tasks
e task from P (e ∈ P )
m number of candidates
Si set of tasks from P that can be solved by candidate i, i = 1, ..,m,

Si ⊆ P
xSi binary flag corresponding to candidate i (xSi = 1 if candidate i is

included in the team)
S collection of all individual abilities S = {Si|i = 1, ...,m} - set of sets
k size of the group taken into consideration
⊓(k)
j jth product of k different flags xSi , j = 1...

(
m
k

)(∑
Si∈S xSi

1

)
number of team members(∑

Si∈S xSi
2

)
number of pairs of team members

The multi-objective optimization problem (7.32)-(7.36) may be augmented by in-
corporating new project-specific criteria and constraints resulting from either the project
specifications or organizational context (e.g., performance- or cost-related requirements).
Additionally, information on previous collaborations inside groups of more than two
team members, including triadic or tetradic collaborations, may serve as supplemental
optimization goals as expressed by the following general objective function:
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(F5): maximize
1(∑

Si∈S xSi
k

) ·
∑

j=1...(mk )
Si∈S

ICISG
(k)
j · ⊓(k)

j (7.37)

where the considered group size is denoted by k.

Candidate-related indices formalization [18]

This paragraph presents the way the four candidate-related indices, namely RGE, RCA,
ICISG, and RLEGA may be derived from a corpus of bibliographic metadata.

A. RGE formalization

In our view, when deriving the RGE index for a given candidate, two expertise-related
facets are worth considering: (a) scientific output, characterized by the number of publi-
cations pn; and, (b) popularity among the scientific community, having two components
i.e., the total amount of citations cn and the total amount of downloads dn that were
received by all the candidate’s publications.

Ei = µ1 · pni + µ2 · cni + µ3 · dni (7.38)

with Ei denoting the candidate expertise, while µ1, µ2, µ3 ∈ R+ are carefully chosen co-
efficients that are meant to control the balance between the three expertise-related com-
ponents. In the case µ1 + µ2 + µ3 = 1, the three weights correspond to the percentages
in which each of the three components is considered in the overall expertise.

The RGE index for a candidate i may now be computed by normalizing the Ei value
using a classic normalization method, like min-max or z-score normalization, as follows:

RGEi = normalize
i=1,...,m

(Ei) (7.39)

If we decide to switch (F2) to a minimization objective type, RGEi will be replaced
by inv_RGEi with

inv_RGEi = 1− normalize
i=1,...,m

(Ei) (7.40)

B. RCA formalization

We derive the researcher’s collaboration ability Ci from two values that can be ex-
tracted from authors’ ’affiliation’ fields, namely: (a) total number of candidate’s co-
authors from her/his institution (ci); and, (b) total number of candidate’s co-authors
from outside her/his institution (co). While the former reflects the natural collabora-
tions appearing in an organization, the latter reveals the candidate’s potential to work in
more heterogeneous clusters that sometimes become multicultural, multilingual, or even
multinational teams.
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Ci = δ1 · cii + δ2 · coi (7.41)

with δ1, δ2 ∈ R+ being two chosen weights that control the balance between the two
collaboration-related parts. If the selection of these coefficients satisfies the constraint
δ1+ δ2 = 1, they will represent the percentages in which the two mentioned components
are taken into account.

We may now obtain the RCA index for each candidate i by normalizing the corre-
sponding Ci value using a classic normalization method, like min-max or z-score nor-
malization:

RCAi = normalize
i=1,...,m

(Ci) (7.42)

If we decide to transform the (F3) objective function into a minimization objective,
RCAi will be replaced by inv_RCAi:

inv_RCAi = 1− normalize
i=1,...,m

(Ci) (7.43)

C. ICISG formalization

Interpersonal collaborations inside k-size groups quantifies the already-existing col-
laboration history of the specified k members. The ICISG value is computed based on
the number of proven past collaborations of that particular group obtained by examining
the bibliographic record fields related to publication authorship. For example, for a group
composed of three members, ICISG is calculated using the total number of publications
co-authored by all three members.

Since the relevance of even a single such cooperation is extremely high (a number
of encountered collaborations higher than one only underlines the existing relationship),
to compute the ICISG index we will use the hyperbolic tangent tanh(x), a non-linear
function that diminishes its slope if x ∈ N increases:

ICISG
(k)
j = tanh

(
η · ig(k)j

)
(7.44)

with η being a scaling factor and ig(k)j denoting the total number of already-existing col-
laborations between the k members of the jth group. It is worth noting that by employing
the hyperbolic tangent function, the ICISG(k)

j values will already be normalized.
In team formation optimization problems the ICISG parameter is typically incorpo-

rated inside maximization objective functions. In case we decide to switch to a min-
imization objective, the inv_ICISG(k)

j parameter may be used instead of ICISG(k)
j ,

with
inv_ICISG(k)

j = 1− tanh
(
η · ig(k)j

)
(7.45)
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While already-existing one-to-one collaborations among candidates (i.e., k = 2) are
almost ubiquitously employed when evaluating the collaboration abilities [45, 155, 145]
during data-driven team formation procedures, we consider that past collaborations inside
larger groups (i.e., k > 2) may provide new and deeper insights.

D. RLEGA formalization

To assess the researcher’s level of expertise within a specified scientific area, we
suggest using three types of information, namely the number of publications in the area
(pna) along with the number of citations (cna) and downloads (dna) received by the
researcher’s publications in that particular area. For this, we may use a procedure similar
to the one employed in the case of RGE, but which considers only the researcher’s publi-
cations in that area (i.e., publications characterized by at least a key term that belongs to
the scientific area’s characteristic key term or key terms).

We may compute the candidate’s expertise in a specified area e, denoted by Ai,e as:

Ai,e = γ1 · pnai,e + γ2 · cnai,e + γ3 · dnai,e (7.46)

where γ1, γ2, γ3 ∈ R+ are chosen coefficients that control the balance between the three
expertise components. In the case these weights satisfy γ1 + γ2 + γ3 = 1, they may
be viewed as the percentages in which the three components are taken in the overall
expertise value.

We may now obtain the expertise level for the candidate i in the scientific area de-
noted by e, using the following formula:

RLEGAi,e = tanh(ρ · Ai,e) (7.47)

with ρ being a chosen scaling factor.
In our team formation methodology, the RLEGAi,e indices are employed to assess

the probable contribution of the candidates i to the coverage with expertise of a given
scientific area e (the equation (7.36) represents a typical constraint for a set multi-cover
optimization problem, imposing the required τe redundancy). From this perspective, the
τe values must not exceed the sum of all the RLEGA indices for the candidates having
expertise in the scientific area e:

τe ≤ τe,max =
∑
Si∈S

RLEGASi,e (7.48)

Example: Research team formation with candidates from Politehnica University
Timisoara7

To show how our proposed method works and to compare it against existing ap-
proaches, in this paragraph, we present an illustrative case study [18]. For this, let

7This example uses the dataset hosted in Mendeley Data repository [16], briefly described in subsection
4.3.3 and presented in detail in our journal data paper [17].

https://data.mendeley.com/datasets/r4vrvhb23h/1
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us consider the research team formation optimization problem formalized by (7.32)-
(7.36). We intend to identify suitable teams of researchers from Politehnica University
Timisoara – Romania, that are able to fulfill the scientific project P , modeled by the fol-
lowing set of key terms: ’hard_real_time’, ’machine_learning’, ’computer_vision’, ’ges-
ture_recognition’, and ’image_processing’. Supplementary, each of the five scientific
areas described by the mentioned key terms has to be covered by researchers’ expertise
with a specified redundancy τ .

Since the key terms in the considered dataset were extracted from the ’title’, ’abstract’
and ’keywords’ fields using lp = 0.1, we first have to check if all the terms describing
our research project are contained in the key term list. In our case, considering the lp
values corresponding to each key term that models our research project presented in
Table 7.3, the considered threshold value, namely lp = 0.1, needs to fulfill the condition
lp < 0.332503, which is obviously true.

Table 7.3: Link probability scores for the key terms describing the research project [18]

Term lp-score

hard_real_time 0.42307

machine_learning 0.75125

computer_vision 0.77634

gesture_recognition 0.76470

image_processing 0.33250

To build the research team we employed the NSGA-II evolutionary multi-objective
optimization problem solver [164] and the following set of parameters:

1. Parameters used to compute the candidate-related indices:

• RGE-related weights: µ1 = 0.9, µ2 = 0.0999, µ3 = 0.0001

• RCA-related weights: δ1 = 0.3, δ2 = 0.7

• ICISG-related weights: η = 1

• RLEGA-related weights: γ1 = 0.9, γ2 = 0.0999, γ3 = 0.0001, ρ = 1

2. Parameters to shortlist the pool of candidates

• minimal number of publication relevant to the research project: 1

• minimal number of citations received for publications relevant to the research
project: 1

3. Parameters of the NSGA-II solver
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• number of objective functions: 4

• number of constraints: 5

• coverage redundancy: τ = [4, 4, 4, 4, 4]

• optimization type: ElementwiseProblem - it evaluates the candidate solutions
one by one

• sampling mechanism: binary random sampling

• crossover mechanism: two-point crossover

• mutation mechanism: bit flip mutation

• size of population: 100

• number of generations: 100

• Python function: NSGA2() from pymoo library [165].

After the candidate prefiltering process, only 84 relevant candidates have been re-
tained. This shortlisted pool of candidates provides the following set of maximal re-
dundancy values (each of them correspond to one of the five key terms describing the
project), computed using (7.48):

τmax = [6.51057, 29.837, 30.1965, 12.3179, 27.5543] (7.49)

Since each component of the τ vector is less than its correspondent in τmax, at least one
optimal solution for the team formation problem exists.

The proposed method was implemented in Python 3.8 and is based on the pymoo
multi-objective optimization package [165]. The set of 68 non-dominant solutions that
have been obtained are displayed as a parallel coordinate plot in Figure 7.10. If we
consider a lexicographic approach to rank the solutions (i.e., the objective functions are
ranked in their descending relevance order, namely F1, F2, F3, F4) the best 9 solutions,
are listed in Table 7.4. It is worth mentioning that the given research theme may be
fulfilled by a minimal team consisting of twelve experts (Solutions A-H), but the other
objectives (i.e., F2, F3, and F4) have greater values compared to the ones of other recom-
mended teams.

Figure 7.11 describes how the expertise-related requirements are covered by the re-
searchers composing the winning team (i.e., Solution A). We may observe, that this opti-
mal solution provides a good balance of the number of researchers who have the neces-
sary expertise to tackle each of the project’s subdomains.

Comparative analysis with other methods

Existing research on bibliographic metadata utilization when building research teams
often relies on the use of the DBLP database [45, 170, 171, 172, 173, 174], which covers
a narrow scientific field, namely Computer Science, and is characterized by an extremely
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Table 7.4: Optimal teams with fewer team members [18]

Solution F1 F2 F3 F4 Team Member IDs

A 12 0.79941 0.78742 0.85796
ID20,ID440,ID757,ID759,
ID799,ID802,ID803,ID900,
ID942,ID944,ID984,ID1049

B 12 0.80300 0.78598 0.86410
ID20,ID440,ID757,ID759,
ID799,ID803,ID804,ID900,
ID942,ID944,ID984,ID1049

C 12 0.81633 0.85138 0.84642
ID20,ID440,ID757,ID759,
ID793,ID799,ID802,ID803,
ID900,ID942,ID984,ID1049

D 12 0.81993 0.84995 0.85256
ID20,ID440,ID757,ID759,
ID793,ID799,ID803,ID804,
ID900,ID942,ID984,ID1049

E 12 0.82319 0.84469 0.85058
ID440,ID732,ID757,ID759,
ID773,ID799,ID802,ID803,
ID900,ID942,ID984,ID1049

F 12 0.83003 0.84243 0.82750
ID440,ID757,ID759,ID773,
ID799,ID802,ID803,ID804,
ID900,ID942,ID984,ID1049

G 12 0.83152 0.83978 0.84949
ID20,ID440,ID757,ID759,
ID773,ID799,ID803,ID804,
ID900,ID942,ID984,ID1049

H 12 0.84752 0.86358 0.82695
ID440,ID757,ID759,ID799,
ID802,ID803,ID804,ID888,
ID900,ID942,ID984,ID1049

I 13 0.7752 0.77607 0.89424

ID20,ID138,ID732,ID757,
ID759,ID793,ID799,ID803,
ID848,ID942,ID944,ID984,
ID1127
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F1 F2 F3 F4

12.00

19.00

0.75

0.87

0.72

0.89

0.80

0.93

Solution A
Solution B
Solution C
Solution D

Figure 7.10: Optimization results as parallel coordinate plot [18]

Figure 7.11: Coverage of the scientific areas in the case of the best team [18]
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simple record structure that is not appropriate for a deep and systematic examination of
candidates’ technical and teamwork skills.

Even though some works employ other bibliographic databases they use the same
limited number of record fields (i.e., ’title’ and ’authors’) thus not taking full advantage of
a more complex metadata structure [46, 175, 176]. By adding additional critical insights
that bibliographic information may provide, our technique provides more relevant and
accurate expert teams, this being a combined result of two aspects:

(1) a more comprehensive multi-objective optimization model that lies behind the re-
search team formation problem is formalized; compared with the state-of-the-art
methods that contain no more than three optimization objectives [174]), our model
has four objectives.

(2) our method examines a larger set of metadata fields to assess the personal and inter-
personal attributes of candidates, thus allowing for capturing some insights never
used before. To exemplify, employing all three fields that summarize a publication
(i.e., ’title’, ’keywords’, and ’abstract’) for key terms discovery instead of only the
’title’ field as all of the prior works do, allows for a higher term granularity offering
more control over the entire data-driven research team formation procedure. Sup-
plementary, utilizing the metadata fields containing the number of citations and the
number of downloads alongside the number of publications, we are able to pro-
vide a better categorization of the researcher’s general or domain-specific exper-
tise. Moreover, inspecting the ’affiliation’ field, to identify existing collaborations
not only inside the researcher’s organization but also with researchers from other
organizations, may more accurately reveal candidates’ teamwork capabilities.

To assess the overall influence of assuming information from the ’title’, ’abstract’,
and ’keywords’ metadata fields on the establishment of a research team, we considered
four distinct scenarios described in Table 7.5. It is evident that when taking into account
all three of the aforementioned data fields, we provide a far more complete picture of
every retrieved publication than when using only one or two of these fields (the number
of unique key terms is far higher when all the three fields are considered). It is important
to highlight that all state-of-the-art techniques rely on datasets taken from the DBLP
bibliographic database, which only contain the ’title’ field and lack the ’abstract’ and
’keywords’ fields.

Moreover, we may observe that if we only use the ’title’ or ’keyword’ fields, no team
will be generated. This is expressed in the five τmax components, one for every key term
describing the research theme, which must be higher than the considered redundancy
(i.e., τmax,i > 4 with i=1...5). This occurs because at least one of the key terms related
to candidates do not appear in the considered metadata fields (i.e., ’title’ and ’keywords’,
respectively).
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Chapter 8

Conclusion

In any research domain, identifying potential high-reward research themes becomes in-
creasingly challenging mainly due to the difficulties in evaluating the state of research
and its trends which derive from an explosive rise in the number of publications. To
cover this gap, we designed a human-in-the-loop multi-recommender system framework
meant to frame new research themes and facilitate their starting by using an ensemble
of AI techniques. Employing information encapsulated in bibliographic metadata, our
semi-automatic recommender framework evaluates the research trends to identify popular
sets of terms, helps researchers in discovering feasible research gaps, and formalizes the
proposed research themes as undirected graphs of terms. Moreover, the system gathers
useful theme-related knowledge, suggests knowledge transfers from twin and emerging
domains, and helps the research team formation.

The current abundance of available data complicates human decision-making to an
unprecedented level. Due to their promise to process large amounts of information and
to extract personalized suggestions, recommender systems powered by artificial intelli-
gence are progressively being used for a variety of tasks, thus changing the way we make
decisions in a variety of domains. The need for such tools is increasing, especially to
assist decisions that rely on tedious and time-consuming exploratory activities. In this
category, there is intriguing promise in the framing of new research themes, which are
not only based on researchers’ expertise and interests but also driven by research trends,
technological and scientific novelties, and team formation-related challenges.

Any attempt to frame new research themes generally starts with a literature review.
Since a comprehensive and systematic review of an exponentially increasing body of
work becomes harder, researchers have applied diverse filters to narrow the amount of
information taken into consideration and by this to reduce the time needed to identify
potential research ideas. For example, such filters are used when searching for relevant
publications and may include: (a) considering only papers published in top-tier journals
and conferences; (b) preferring authors or groups of authors based on their affiliation;
(c) considering publications from a reduced set of databases; or (d) focusing on popular
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work within the community. With the growing number of publications, the filter-based
strategy could become less effective (as filters must be increasingly selective, thus ar-
guably limiting the number of relevant research themes that can be discovered). This
situation calls for the need for automatic or semi-automatic research theme recommender
systems. In this context, our system provides a convenient and promising solution.

Besides the benefits that were already mentioned in this thesis, including the possibil-
ity of investigating a large body of information and evaluating ongoing research trends,
our multi-recommender system framework also offers three other advantages:

– Compared to the corresponding manual procedure, our multi-recommender system
can be configured to be almost immune to user’s subjectivity (e.g., inherent fears of
novelty and uncertainty, concerns regarding the long time and effort needed for a
researcher’s preparation for a new theme, or worries that the projected results will
not materialize).

– The multi-recommender can be easily extended either by adding new information
sources (e.g., patents or surveys within the scientific community), or by incorporat-
ing other AI/ML methods to process information and derive the recommendations.

– A recommender system is useless if the intended user does not trust it [177]. The
trust can be established in the case of a recommender system by clearly explain-
ing the logic behind it, including the way it generates recommendations, and the
reasons a given item is recommended. This condition is met in our case since the
underlying mechanism of the proposed multi-recommender is simple to understand
and generally reflects the way researchers are manually framing their new research
themes.

We also identified some limitations of our work that are rooted either in the specific
nature of the solved problem or in the way the set of recommenders are implemented:

• The proposed recommender system is hard to systematically evaluate in real-life
scenarios. There are three reasons for this: (a) the researchers rarely and spo-
radically change their research theme, so gathering a comprehensive dataset for
evaluation purposes is hard; (b) the manual procedures for research theme fram-
ing, cross-domain knowledge transfer, bibliography identification or team forma-
tion usually do not cover all possible cases, thus the evaluation dataset tends to be
unbalanced; and (c) evaluating the plausibility of each recommendation requires
skilled expertise, which might be difficult to access. The lack of evaluation is
not uncommon for recommender systems [178] and can be partially mitigated by
making the logic behind the system to be available and clear to the user.

• Since the access to the publication databases is often not free of charge and more-
over, the format in which publications are stored in these databases is not standard-
ized, including all relevant publications in the process is challenging.
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• There are certain publication types (i.e., books, book chapters, scientific reports,
patents) that were not considered as inputs for our multi-recommender system,
mainly because extracting their extended abstracts (obtained by concatenating ab-
stract, title, and keywords) is not straightforward.

• Our implementation does not consider the language as a parameter. Thus, our
multi-recommender system covers only publications and research themes written
in English.

8.1 Contributions

The thesis proposes several new approaches and techniques for aiding researchers when
intending to start working on new research projects. The original contributions of this
work are briefly presented below.

✦ A comprehensive and detailed analysis of the existing computer-based recom-
mender methods and systems for aiding research efforts.

✦ A multi-recommender framework to derive hot and customized research theme
proposals alongside recommendations regarding adequate cross-domain knowl-
edge transfers, initial bibliography to start with, and research team selection. This
architecture takes bibliographic metadata as inputs and incorporates four indepen-
dent recommender modules.

✦ A practical methodology to customize the TagMe entity linking method according
to the needs of a given scientific domain using a preliminary list of user-defined
domain-specific key terms.

✦ A research theme recommender system that, based on bibliographic records, iden-
tifies the research themes that characterize a given scientific domain and evaluates
their hotness and feasibility.

✦ A technique to investigate the popularity of research themes within the scientific
community. Modeling the research theme as a finite set of key terms facilitated a
multivariate time series trend analysis by employing a variant of the Mann-Kendall
test.

✦ A method to extract research trends from paper metadata, when considering the
publication and indexing latency, using the auto-ARIMA prediction method and
Mann-Kendall test.

✦ A statistical double-threshold technique to assess the feasibility of a research theme
by considering novelty and success-related aspects.
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✦ A cross-domain knowledge transfer recommender system that, based on biblio-
graphic metadata, identifies the pieces of knowledge from twin and emerging do-
mains to be transferred and customized.

✦ A method to identify the twin domains of a given scientific domain from where
the knowledge transfers are more likely to occur using an NLP approach based on
document similarity evaluation.

✦ A general team formation optimization model able to be tailored to suit various
data-driven team formation processes, derived from the set cover optimization
problem.

✦ A set of four new synthetic indicators to effectively describe experts’ knowledge
and their collaborative prospects from the bibliographic metadata.

✦ A novel multi-objective team formation optimization model that adequately in-
cludes the candidate-related indicators derived from bibliographic records.

8.2 Perspectives

Since in our opinion this work is among the first to tackle the problem of research
theme framing and addressing using bibliographic records, the research area is wide
open. To further improve the proposed human-in-the-loop multi-recommender system
five research directions are worth mentioning: (a) automating the selection and fine-
tuning of the parameters used by employed AI techniques; (b) including new sources
of information regarding scientific research (e.g., databases containing research projects
like CORDIS or software repositories like GitHub); (c) coping with fake and bogus sci-
entific publications; (d) validating the proposed multi-recommender framework on other
relevant bibliographic/bibliometric databases, like PubMed, Scopus, Web of Science or
Scopus, and analyzing how information acquired from various bibliographic sources can
enhance the accuracy of the proposed approach; (e) designing of an effective and more
customer-oriented system for scientific literature recommendations, this problem being
only tangentially tackled inside this thesis.
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